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RESUMO

O Poder Judiciario brasileiro tem incorporado o uso de inteligéncia artificial em diferentes
etapas de sua atuacao. A chegada da inteligéncia artificial generativa (IA-G) amplia tanto
as possibilidades quanto os riscos, sobretudo quando aplicada a elaboracdo de ementas,
despachos e decisdes judiciais. No contexto juridico, o emprego dessa tecnologia em
tarefas como analise de casos, previsdo de resultados e redagdo de documentos demanda
configuracdo e monitoramento rigorosos, sob pena de introduzir vulnerabilidades
relevantes ao processo judicial. O objetivo deste estudo é propor uma metodologia para
avaliacdo de riscos associados ao uso da IA-G na elaboragdo de despachos e decisdes
judiciais. Para isso, adotaram-se duas referéncias principais: um estudo que identifica
riscos de negocio relacionados a essa etapa do processo e um framework que sistematiza
riscos de TA-G. A metodologia consistiu em aplicar a técnica bow-tie para correlacionar
os riscos de negdcio com os riscos de IA Generativas, permitindo estabelecer conexdes
entre vulnerabilidades e consequéncias potenciais. Os resultados indicaram que essa
correlacdo possibilita a identificagdo de pontos criticos de exposi¢do, bem como a
priorizacao de controles especificos a serem implementados. Como contribuicao, o estudo
apresenta uma metodologia que pode servir de referéncia para gestores do Judiciario na
selecdo de controles prioritarios, promovendo maior seguranga na ado¢do da IA-G em
atividades sensiveis do processo judicial brasileiro, além de poder ser replicado em outros
contextos além do Judiciario.

Palavras-Chave: inteligéncia artificial generativa; judiciario; riscos cibernéticos; riscos
de inteligéncia artificial generativa.

ABSTRACT

The Brazilian Judiciary has incorporated artificial intelligence into different stages of its
operations. The emergence of generative artificial intelligence expands both
opportunities and risks, especially when applied to drafting case summaries, judicial
orders, and decisions. In the legal context, using this technology for tasks such as case
analysis, outcome prediction, and document writing requires strict configuration and
monitoring, as it may otherwise introduce significant vulnerabilities into judicial
processes. This study aims to propose a methodology for assessing the risks associated
with the use of generative artificial intelligence in drafting judicial orders and decisions.
To this end, two primary references were adopted: one study that identifies business risks
related to this stage of the process and a framework that systematizes generative Al risks.
The methodology consisted of applying the bow-tie technique to correlate business risks
with generative Al risks, thus establishing connections between vulnerabilities and
potential consequences. The results indicated that this correlation enables the
identification of critical points of exposure and the prioritization of specific controls to
be implemented. As a contribution, the study presents a methodology that can serve as a
reference for Judiciary managers in selecting priority controls, fostering greater security




in the adoption of generative artificial intelligence in sensitive judicial activities, and that
can also be replicated in contexts beyond the Judiciary.

Keywords: Generative Artificial Intelligence; Judiciary. Cyber risk;, Generative Artificial
Intelligence.

Introducio

Nas ultimas décadas, o Poder Judicidrio brasileiro tem passado por intensas
transformagdes impulsionadas pela digitalizagdo e pelo uso de tecnologias emergentes. A
informatizacao dos processos judiciais eliminou gradativamente o uso de papel, acelerou
a tramitagdao e modificou a rotina de magistrados, advogados e servidores, promovendo
maior eficiéncia, agilidade e acessibilidade na prestacao jurisdicional (Hino & Cunha,
2020).

Nesse contexto, o Brasil tem consolidado um compromisso progressivo com a
incorpora¢dao de solugdes inovadoras, especialmente a inteligéncia artificial (IA), por
meio de politicas e programas que visam modernizar o sistema de justica (STF, 2023). O
Conselho Nacional de Justica (CNJ) desempenha papel central nesse processo ao cumprir
sua competéncia de planejador estratégico da justica nacional, por meio da normatizagao
e fomento da aplicagdo dessas tecnologias, buscando garantir ndo apenas ganhos de
produtividade, mas também transparéncia, legitimidade e confianca no processo judicial.
A recente Resolucdo CNJ n°® 615/2025 estabelece diretrizes para o desenvolvimento,
governanga e uso responsavel de TA no Poder Judiciario, incluindo exigéncias de
auditoria, rastreabilidade e supervisao humana (Conselho Nacional de Justiga, 2025).

A inser¢do da IA-G no ambito do poder judiciario nacional amplia as possibilidades de
uso, ao permitir a automacao de tarefas complexas, como andlise de casos, previsao de
resultados e elaboragdo de documentos. Entretanto, sua adog¢do também potencializa
riscos ja conhecidos, como os de seguranca cibernética, privacidade de dados e vieses
algoritmicos, além de introduzir novas vulnerabilidades ainda pouco compreendidas
(Alves, Georg & Nunes, 2023). O Perfil de IA-G do National Institute of Standards and
Technology (NIST) sistematiza doze riscos especificos dessa tecnologia, incluindo
confabulacdo, recomendagdes perigosas, toxicidade, viés, homogeneizagdo e uso
inadequado de dados pessoais (NIST, 2024).

Experiéncias recentes ilustram tanto o potencial quanto os desafios dessa inovagdo. No
Supremo Tribunal Federal (STF), o Projeto VICTOR j4 vinha utilizando IA para
classificagcdo de temas de repercussao geral (STF, 2023). Em 2024, o Tribunal de Justica
do Parand implementou o JurisprudénciaGPT, baseado em IA-G, para automatizar a
pesquisa jurisprudencial, iniciativa reconhecida internacionalmente pelo prémio Gartner
Eye on Innovation (CNJ, 2024). Tais avangos demonstram os ganhos de eficiéncia, mas
também ressaltam a necessidade de mecanismos de controle, dado que sistemas
generativos estdo expostos a ameacas como prompt injection e envenenamento de dados,
capazes de induzir saidas maliciosas ou enviesadas (Greshake et al., 2023; Wallace et al.,
2021). Além disso, a literatura internacional alerta para os riscos de perda de
explicabilidade, deepfakes e desinformagdo, que podem comprometer diretamente a
legitimidade institucional e a confianga social nas decisdes judiciais (Chesney & Citron,
2019; Arrieta et al., 2020).




Embora a literatura sobre riscos de IA tenha avan¢ado nos ultimos anos, ainda ha escassez
de estudos voltados especificamente para o contexto judicial brasileiro, em especial para
a etapa de elaboragdo de ementas, despachos e decisdes. Essa lacuna ¢ critica, pois tais
documentos sustentam a legitimidade das decisdes judiciais e a propria confianga publica
no sistema de justica. Além disso, a complexidade dos modelos generativos exige
metodologias que integrem perspectivas de riscos técnicos e de negdcio, de modo a apoiar
gestores publicos na definicdo de controles eficazes e viaveis.

Diante desse cendrio, este estudo tem como objetivo propor uma metodologia para
avaliagdo de riscos associados ao uso da IA-G na elaboragdo de despachos e decisdes
judiciais. Para isso, foram utilizadas duas referéncias principais: (i) um estudo que
identifica riscos de negdcio relacionados a essa etapa do processo e (ii) o framework do
NIST que sistematiza riscos de IA-G. A metodologia consistiu em aplicar a técnica bow-
tie para correlacionar os riscos de negocio com os riscos de IA-G, estabelecendo conexdes
entre vulnerabilidades e consequéncias potenciais.

Este trabalho estd organizado da seguinte forma: a Se¢do 2 apresenta os principais
conceitos relacionados ao estudo; a Secdo 3 descreve a metodologia adotada; a Segdo 4
correlaciona os riscos de IA-G aos principais riscos de negdcio do processo de despachos
e decisdes no sistema judicidrio brasileiro; e, por fim, a Se¢do 5 apresenta as conclusdes
e recomendacdes de trabalhos futuros.

Referencial Teorico

O entendimento conceitual de risco, inteligéncia artificial e governanga ¢ fundamental
para sustentar a analise proposta neste estudo. Ao se tratar da aplicagdo da IA-G no Poder
Judiciério, torna-se necessario ndo apenas definir tais conceitos, mas também explorar
suas implicagdes no campo da seguranga cibernética e da legitimidade institucional.

O conceito de risco evoluiu significativamente nas Gltimas décadas. A norma ABNT NBR
ISO 31000:2018 o define como o “efeito da incerteza sobre os objetivos”, considerando
tanto impactos positivos quanto negativos (ABNT, 2018). Essa abordagem moderna
rompe com a visdo tradicional de risco como sindnimo exclusivo de ameaca, passando a
incluir também oportunidades que emergem de contextos incertos. A gestdo de riscos, por
sua vez, ¢ entendida como o conjunto de atividades coordenadas para dirigir e controlar
uma organizagao frente a riscos, com o objetivo central de criar e proteger valor. Nesse
sentido, a mentalidade de risco permite que organizacdes antecipem desvios,
implementem controles preventivos e maximizem oportunidades. No campo da
inteligéncia artificial, a ABNT NBR ISO/IEC 23894:2023 destaca que os sistemas de [A
introduzem riscos emergentes, capazes de alterar a probabilidade e o impacto de riscos ja
existentes. A norma ABNT ISO/TS 31050:2025 amplia essa visdao ao abordar
explicitamente a gestdo de riscos emergentes para fortalecer a resiliéncia organizacional
diante de tecnologias em rapida evolugao.

A inteligéncia artificial ¢ tradicionalmente definida como o campo da ciéncia da
computagdo voltado a criagdo de sistemas que simulam comportamentos humanos,
incluindo aprendizado, tomada de decisao e resolucao de problemas (Russell & Norvig,
2010). Mais recentemente, a ABNT NBR ISO/IEC 22989:2023 consolidou terminologias
que descrevem a IA como disciplina multidisciplinar que envolve ciéncia da computagao,
estatistica, matematica ¢ até ciéncias sociais, dada sua interacdo com valores humanos e
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contextos institucionais. Além disso, a ABNT NBR ISO/IEC 42001:2024 propde um
sistema de gestdo para IA, ressaltando a importancia de diretrizes organizacionais
voltadas a seguranca, confiabilidade e responsabilidade social. Essa visdo amplia a
compreensdo de IA para além do aspecto técnico, destacando sua necessidade de
alinhamento a praticas de governanga.

Entre as diferentes categorias de 1A, a IA-G tem ganhado destaque por sua capacidade de
criar conteudos, como textos, imagens, dudios e videos, a partir de dados de treinamento
(NIST, 2024). Diferentemente dos modelos discriminativos, que se limitam a classificar
ou prever resultados com base em dados de entrada, os modelos generativos produzem
instancias sintéticas que preservam padrdes estatisticos dos dados originais (NIST, 2023).
Essa caracteristica confere a IA-G potencial de automacdo, permitindo desde tarefas
rotineiras até a elaboracdo de minutas complexas em contextos juridicos. Entretanto, a
acessibilidade crescente dessa tecnologia, que possibilita sua utilizagdo até por usuarios
sem conhecimento técnico avangado, também aumenta o risco de uso inadequado. O
Gartner (2024) alerta que a democratizacdo da IA-G pode gerar efeitos adversos, como
alucinagdes factuais, reproducdo de vieses e disseminacdo de desinformagdo, os quais
podem ser reduzidos a partir da implementagdo de politicas de governanca.

A governanca de TA pode ser entendida como o conjunto de principios, praticas e
mecanismos voltados a garantir que o desenvolvimento e o uso da tecnologia estejam
alinhados a valores éticos, objetivos institucionais e marcos regulatorios. No setor
privado, o Instituto Brasileiro de Governanca Corporativa (IBGC, 2020) define principios
como integridade, transparéncia, equidade e responsabilidade corporativa. No setor
publico, o Decreto n° 9.203/2017 estabelece principios de governanga publica, incluindo
capacidade de resposta, integridade, confiabilidade e prestacdo de contas. No ambito
especifico do Poder Judiciario, a Resolugdo CNJ n°® 615/2025 reforga tais principios ao
estabelecer requisitos de supervisdo humana, rastreabilidade e seguranca para o uso de
IA, buscando assegurar legitimidade e confianga social (CNJ, 2025). De forma
complementar, o NIST AI RMF (2023) defende que a governanca da IA deve abranger
todo o ciclo de vida dos sistemas, desde o desenvolvimento até a operagdo, garantindo
confiabilidade, explicabilidade e mitigacdo de riscos.

A adocdo da IA-G apresenta riscos que extrapolam os j& conhecidos no campo da
tecnologia da informagdo. O documento NIST AI-600-1 (2024) identifica doze riscos
especificos ou agravados por essa tecnologia: confabulagdao, recomendagdes perigosas,
privacidade de dados, toxicidade, viés e homogeneizagdo, impacto ambiental, integridade
da informacgao, seguranga da informacao, propriedade intelectual, conteido obsceno ou
abusivo, configuracdo humano-IA e vulnerabilidades da cadeia de valor, Tabela 1.

Tabela 1 — Riscos de IA-G

# Descricao

1 Informagdes CBRN

2 Confabulagio

3 Recomendagdes Perigosas ou Violentas

4 Privacidade de Dados

5  Impacto Ambiental




6  Configuracdo Humano-IA

7  Integridade da Informagdo

8 Seguranca da Informacao

9  Propriedade Intelectual

10  Conteudo Obsceno, Degradante e/ou Abusivo
11  Toxicidade, Viés e Homogeneizacao

12 Cadeia de Valor e Integragdo de Componentes

Fonte: NIST.AI.600-1 (2024)

Esses riscos ndo se limitam a questdes técnicas, mas alcangam dimensdes €ticas, sociais
e institucionais. No contexto judicial, a presen¢a de informacdes incorretas, enviesadas
ou manipuladas em decisdes judiciais pode comprometer diretamente a legitimidade das
institui¢des ¢ a confianga publica. Assim, compreender e sistematizar esses riscos
constitui um passo essencial para orientar o desenvolvimento de metodologias de analise
e mitigagdo voltadas ao setor.

Trabalhos Relacionados

A discussdo sobre riscos associados a ado¢do de tecnologias no Poder Judicidrio tem
ganhado relevo, sobretudo diante da aceleragcdo da transformacao digital e da crescente
aplicacdo de inteligéncia artificial (IA) em tarefas criticas. Os estudos existentes podem
ser agrupados em trés eixos: riscos no Judiciario brasileiro, riscos técnicos de IA-G e a
articulacao desses riscos no contexto da governanca judicial.

Diversos trabalhos t€ém destacado vulnerabilidades relacionadas a seguranga cibernética
e a protecdo de dados em tribunais. Alves, Georg e Nunes (2023) mapearam os principais
riscos de negodcio no ecossistema judiciario, evidenciando que a exposi¢ao crescente a
ataques cibernéticos e vazamentos de informacdes compromete a continuidade da
prestacao jurisdicional, Tabela 2.

Tabela 2 — Riscos de Negocio
N  Descrigédo

1 Divulga¢do antecipada de votos, determinagdes ou decisdes

2 Vazamento de informacdes sigilosas, protegidas por segredo de
Justi¢a ou dados pessoais
3 Emissdo ou alteracdo ndo autorizada de determinagdes ou decisdes

4  Interrupgdo da prestagao jurisdicional

5 Previsibilidade ou manipulagdo da distribuicao dos processos
6 Perda de informagdes

7  Parcialidade ou favorecimentos pessoais

8 Assuntos indesejados ou inadequados em determinagdes e decisdes




9  Julgamentos legitimos, porém, com base em elementos adulterados
10 Espionagem

Fonte: Alves, Georg & Nunes (2023)

Almada e Zanatta (2024) ampliam esse debate ao discutir implicagdes éticas e juridicas
da aplicagdo de IA em atividades judiciais, apontando riscos de ampliagdo de
desigualdades estruturais. Relatorios do CNJ (2024) mostram que, embora a adogdo de
IA esteja consolidada em grande parte dos tribunais, os mecanismos de governanca e
supervisdo ainda sdo incipientes. Mais recentemente, a Resolucdo CNJ n°® 615/2025
estabeleceu diretrizes normativas para o uso responsavel de IA no Judiciario, prevendo
salvaguardas como supervisdo humana, rastreabilidade e auditoria (CNJ, 2025).

No campo mais amplo da ciéncia da computacgao, a literatura identifica riscos especificos
ou agravados pela adogdo de modelos generativos. Chesney e Citron (2019) chamam
aten¢do para os riscos de deepfakes e desinformacdo, com impactos diretos sobre
confianga institucional. Wallace et al. (2021) discutem vulnerabilidades ligadas ao
envenenamento de dados de treinamento, capazes de comprometer a integridade de
modelos em sua origem. Greshake et al. (2023) demonstram como ataques de prompt
injection podem manipular outputs e burlar salvaguardas de sistemas baseados em
grandes modelos de linguagem. Arrieta et al. (2020) reforcam a necessidade de
explicabilidade e transparéncia em sistemas de IA e ressaltando que a auséncia desses
elementos compromete a legitimidade de decisdes automatizadas. Complementarmente,
Wach et al. (2023) analisam os impactos sociais e economicos da IA-G, alertando para
riscos de toxicidade, viés e homogeneizagdo que afetam diretamente a inclusdo e a
imparcialidade.

Embora existam avancos significativos tanto na literatura sobre riscos no Judicidrio
quanto em pesquisas sobre riscos técnicos de IA-G, nota-se a auséncia de estudos que
integrem essas duas dimensdes em um modelo metodologico voltado ao processo judicial.
Até o momento, ndo se identificaram propostas de metodologias que relacionem riscos
de negocio do Judiciario com riscos especificos da IA-G em atividades criticas como a
elaboragdo de despachos e decisdes. Essa lacuna € particularmente relevante porque tais
documentos constituem a base da legitimidade institucional e da confianga publica. O
presente estudo se insere nesse espaco, propondo uma metodologia que combina a técnica
bow-tie e o0 uso de heat maps (mapas de calor) para correlacionar riscos de negocio e
riscos de IA-G, oferecendo uma abordagem estruturada para gestores do Judiciario.

Metodologia

A presente pesquisa ¢ de natureza aplicada, pois busca propor e validar uma metodologia
pratica de avaliagdo de riscos associados ao uso de IA-G no processo judicial. De acordo
com Vergara (2016), pesquisas aplicadas visam ndo apenas compreender fendmenos, mas
propor solugdes que possam ser utilizadas em contextos concretos.

Quanto aos objetivos, trata-se de uma investigagdo de carater exploratorio e descritivo.
Segundo Gil (2019), pesquisas exploratorias permitem maior familiaridade com
problemas emergentes, sobretudo quando ainda pouco estudados, enquanto as pesquisas
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descritivas t€ém como finalidade apresentar caracteristicas de determinado fendmeno ou
sistematizar relagdes entre varidveis. Assim, este estudo ¢ exploratério por investigar os
riscos decorrentes do uso de IA-G em um contexto ainda em consolidagdao no Brasil, e
descritivo por organizar e correlacionar riscos ja identificados na literatura e em
documentos institucionais.

No que se refere a abordagem, o estudo adota método qualitativo, uma vez que privilegia
a analise interpretativa de documentos, normas e artigos cientificos em detrimento de
técnicas estatisticas. Creswell (2014) observa que abordagens qualitativas sao
especialmente adequadas para compreender fendmenos complexos em contextos sociais
e institucionais.

Quanto aos procedimentos técnicos, trata-se de uma pesquisa bibliografica e documental.
Foram analisados artigos cientificos indexados em bases internacionais, normas técnicas
como a ABNT NBR ISO 31000:2018 e o NIST AI Risk Management Framework (2023,
2024), legislacdes nacionais (como a Resolu¢ao CNJ n°® 615/2025) e relatdrios oficiais do
CNIJ. No contexto especifico de riscos de negocio do Judiciario, foram utilizados dois
estudos de referéncia: (i) Enhancing cybersecurity in the judiciary: Integrating additional
controls into the CIS framework. (Alves et al., 2025), e (ii) Judiciario sob ataque hacker:
Riscos de negocio para segurancga e tribunais brasileiros (Alves, Georg & Nunes, 2023).
Esses trabalhos forneceram a base empirica para a identificagdo e classificagao dos riscos
de negocio correlacionados neste estudo. Nao foram aplicados questionarios, entrevistas
ou observagdes de campo. Também foram consideradas publicacdes relevantes da
literatura internacional, como Arrieta et al. (2020), Bender et al. (2021) e Brundage et al.
(2018), que abordam riscos emergentes, impactos sociais e limites éticos da IA. Além
disso, a pesquisa incorporou contribui¢des atuais da 'Trilha de Implantacdo de
Governanca de Dados para IA (Pinto, 2025), que oferecem uma abordagem pratica e
integradora para a governanca de dados e de IA enfatizando os pilares da governanca de
IA e o papel da ética, da conformidade e da gestdo estruturada de riscos.

A andlise dos dados foi conduzida em duas etapas complementares. Primeiramente,
utilizou-se os riscos de negocio presentes nos estudos de Alves et al. (2023; 2025), Tabela
2, e os riscos de IA-G apontados pelo NIST (2024), Tabela 1. Em seguida, aplicou-se a
técnica bow-tie, que permite representar graficamente ameagas, barreiras preventivas,
consequéncias e barreiras mitigadoras (CGE Risk Management Solutions, 2020). A
priorizagao dos riscos correlacionados foi organizada por meio de heat maps, recurso
amplamente adotado em gestdo de riscos (Hillson, 2009).

Resultados

A aplicacao combinada do heat map, Figura 1, e da técnica bow-tie, Tabela 3, permitiu
correlacionar os dez riscos de negdcio do processo de despachos e decisdes no sistema
judiciario brasileiro (Alves, Georg & Nunes, 2023) com os doze riscos de IA-G
(NIST.AL600-1, 2024), evidenciando pontos de exposi¢do e viabilizando a priorizagio
de controles a serem implementados. O bow-tie, Tabela 3, estruturou as relagdes causais
entre vulnerabilidades e ameagas da [A-G (causas) e impactos nos riscos de negdcio
(consequéncias), exemplificando possiveis barreiras preventivas e mitigadoras as fungdes
e controles recomendados no NIST.AL.600-1 (2024). Em complemento, o heat map expos
a densidade de interconexoes entre riscos, fornecendo um critério visual para priorizagao
por conectividade e classificagdo em grupos.
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O referido agrupamento de padrdes quantitativos reflete diferentes niveis de contribui¢ao
na mitigacao dos riscos de negocio, com base na conectividade entre os riscos IA-G e os
riscos de negdcio. Essa divisdo permite uma analise mais granular: o Grupo 1, com maior
numero de cruzamentos; o Grupo 2 e o Grupo 3, com niveis intermediarios de
conectividade; e o Grupo 4, sem cruzamentos, Tabela 4.

Observa-se que alguns riscos, como Confabulacdo (RGAI-2), Seguranca da Informagao
(RGAI-6), e Integridade da Informagdao (RGAI-7), apresentaram elevado numero de
conexdes (seis, seis, e cinco, respectivamente), indicando que atuam como nés centrais
de risco capazes de amplificar vulnerabilidades em multiplas frentes. Ja riscos como
Privacidade de Dados (RGAI-4), Configuragio Humano-IA (RGAI-6), Conteudo
Obsceno ou Abusivo (RGAI-10) e Toxicidade, Viés e Homogeneizacdo (RGAI-11)
apresentaram duas conexodes cada, posicionando-se como pontos intermediarios de
exposicdo que exigem atencdo, mas em escopo mais delimitado.

Figura 1 — Heat Map (Riscos de Negécio versus Riscos IA-G)
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Causas

Riscos de IA-G
2-Confabulagdo
7-Integridade da
Informagao
8-Seguranca da
Informagao

2-Confabulagdo
4-Privacidade de Dados
7-Integridade da
Informagao
8-Seguranca da
Informagao

2-Confabulagdo
7-Integridade da
Informagao
8-Seguranca da
Informagao

Tabela 3 - Aplicacio da Técnica bow-tie

Barreiras Preventivas

Exemplos de Controles

Revisdo e verifica¢ao de fontes (MS)
Validagdo de informagoes e fontes (MS,
MG)

Salvaguardas de integridade, controle de
acesso, criptografia (MP, MS)
Monitoramento de conteudo sensivel (MG,
MS)

Seguranga cibernética e controle de
vulnerabilidades (MS)

Protegdo de dados pessoais (MP, MS)
Técnicas de anonimizagdo, controles de
acesso (MP, MS)

Segmentacdo de rede (MP)
Monitoragdo continua

Salvaguarda da integridade (MS)

Assinatura digital e controle de versdes (MS)
Validacao cruzada IA-humano (MS, MG)
Segregacdo de funcdes (GV)

Monitoragdo de integridade (MS)

Evento Central

Riscos de Negocio
1-Divulgagdo antecipada de
votos, determinagdes ou decisdes

2-Vazamento de informagdes
sigilosas, protegidas por segredo
de Justica ou dados pessoais

3-Emissdo ou alteragdo nao
autorizada de determinagdes ou
decisdes

Consequéncias

Riscos de Negocio
2-Vazamento de
informacdes sigilosas
6-Perda de informagdes
3-Emissao nao
autorizada

7-Parcialidade ou
favorecimento
10-Espionagem

9-Decisoes com base em
elementos adulterados
1-Divulgagdo antecipada

Barreiras Mitigadoras

Exemplos de Controles
Auditoria e
monitoramento (MG, MS)
Resposta a incidentes
(GV, MG)

Revisao continua de logs e
outputs (MG)

Notificagdo e rastreamento
de incidentes (MG)
Gestao de crise e
contengdo de vazamentos
(MG, MP)

Comunicacao a autoridade
(GV)

Auditoria forense (MG)
Revisdo e corregdo de
registro (MG, MS)
Revisdo processual (MG)




8-Seguranca da
Informagao

6-Configuragdo
Humano-IA
1-Toxicidade, Viés e
Homogeneizacao
11-Cadeia de Valor
12-Integragdo de
Componentes

2-Confabulacao
7-Integridade da
Informagao
8-Seguranca da
Informagao

4-Privacidade de Dados
6-Configuragdo
Humano-IA
10-Conteudo Obsceno,
Degradante e/ou
Abusivo
11-Toxicidade, Viés ¢

Homogeneizagdo

Firewalls (MS, MG), backup em tempo real
(MS, MQG), plano de continuidade (GV, MS),
redundancia de infraestrutura (MS,

MG)

Transparéncia de algoritmos, interfaces
transparentes (GV)

Curadoria e revisdo independente (MS, MG)
Avaliagdo de fornecedores e transparéncia
da cadeia (GV)

Métricas de diversidade (MG)

Backup automatico e redundancia (MS, MP)
Verificacdo e controle de integridade de
dados (MS, MG)

Monitoramento de falhas operacionais (MG)

Curadoria e validagdo de dados (MS, MG)
Monitoramento e detecgdo de viés (MG)
Moderacéo e filtros automaticos (MS)
Revisdao humana (GV, MS)

4-Interrupgdo da prestacao
jurisdicional

5-Previsibilidade ou manipulagao
da distribui¢do dos processos

6-Perda de informagdes

7-Parcialidade ou favorecimentos
pessoais

10

6-Perda de informacdes
8-Assuntos inadequados

7-Parcialidade
3-Emissdo nido
autorizada

4-Interrupgao
jurisdicional
2-Vazamento de
informagdes

8-Assuntos inadequados
3-Emissdo ndo
autorizada

Restauracao rapida (MS)
Redundancia amplificada
(MP)

Execugdo de plano de
contingéncia (MG)

Inspecdo externa (MG)
Reversdo de decisdes
suspeitas (MQG)
Contestagdo processual
(GV)

Recuperagdo de backup
MG)

Disaster recovery (MS,
MG)

Reconstitui¢do parcial de
dados (MG)

Atualizacdo de datasets
(MS, MG)

Auditoria e contestacao
processual (GV, MG)
Revisdo manual de outputs
MG)
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1-Informagdes CBRN
3-Recomendagdes
Perigosas ou Violentas
2-Confabulagio
9-Propriedade
Intelectual
10-Conteudo Obsceno,
Degradante e/ou
Abusivo
11-Toxicidade, Viés e
Homogeneizacao
2-Confabulagao
7-Integridade da
Informagao

8-Seguranca da
Informagao

Filtros e detec¢do de conteudo critico (MS,
MG)

Blacklists/whitelists tematicos (MS, MG)
Moderagdo automatica (MS)

Detecgdo de plagio, direitos autorais (MS,
GV)

Controle de versdes, registro imutavel (MS,
MG)

Validagao cruzada IA-humano (MS)
Documentag@o de prevaléncia de erros e
historico de alteragdes (MG)

Monitoramento de rede e de acesso (MS,
MG)

Segmentacao de sistemas e autenticagdo
forte (MP, MS)

Treinamento de pessoal em ciberseguranca
(GV, MS)

Deteccdo de anomalias (MG)

8-Assuntos indesejados ou
inadequados em determinagdes e
decisdes

9-Julgamentos legitimos, porém,
com base em elementos
adulterados

10-Espionagem de outras nagdes
e/ou grupos de interesse

Fonte: Elaborado pelos autores
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1-Divulgagdo antecipada
7-Parcialidade

3-Emissao/altera¢dao nao
autorizada
6-Perda de informagdes

2-Vazamento de
informagdes
6-Perda de informagdes

Retirada de contetdo
MG)

Revisdo e
responsabilizagdo
disciplinar (GV, MQG)
Revisdo manual (MG)

Investigacao forense de
registros (MG)
Reprocessamento e
auditoria pos-processo
(MG, MS)

Isolamento de sistemas
afetados (MG)
Revogacgao de
credenciais/acesso (MS,
MG)

Resposta a incidentes
cibernéticos (MQG)
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Tabela 4 — Conexédes e Grupos

Riscos de IA-G Conexdes Agrupamento
RGAIs (NIST, 2024) RGALI vs RNEGs

1 Informag¢des CBRN 1 conexao Grupo 3
2 Confabulagao 6 conexdes Grupo 1
3 Recomendagdes Perigosas ou Violentas 1 conexao Grupo 3
4  Privacidade de Dados 2 conexoes Grupo 2
5 Impacto Ambiental 0 conexoes Grupo 4
6 Configuragdo Humano-IA 2 conexoes Grupo 2
7  Integridade da Informagao 5 conexoes Grupo 1
8 Seguranca da Informagio 6 conexoes Grupo 1
9  Propriedade Intelectual 1 conexao Grupo 3
10 Conteudo Obsceno, Degradante e/ou Abusivo = 2 conexdes Grupo 2
11 Toxicidade, Viés e Homogeneizacgao 2 conexoes Grupo 2
12 Cadeia de Valor e Integracdo de Componentes 1 conexdo Grupo 3

Fonte: Elaborado pelos autores

Os riscos Informagdes CBRN (RGAI-1), Recomendagdes Perigosas ou Violentas (RGAI-3),
Propriedade Intelectual (RGAI-9) e Cadeia de Valor e Integragdo de Componentes (RGAI-12)
apresentam uma conexao. Em contraste, riscos como Impacto Ambiental (RGAI-5) nao
apresentaram conexdes diretas com os riscos de negocio, formando um grupo isolado (Grupo
4) com menor prioridade imediata. Essa distribui¢do evidencia que os Grupos 1 e 2, que
concentram o0s riscos mais conectados, devem receber prioridade na aplicagdo de controles e
salvaguardas, uma vez que sua mitigacao tende a gerar efeitos de protecdo sistémica sobre a
cadeia de riscos do processo judicial.

Discussoes

Os resultados obtidos evidenciam que a aplicagdo da técnica bow-tie associada ao heat map foi
eficaz para correlacionar riscos de negocio do Poder Judiciario com riscos especificos de TA-
G. Essa abordagem revelou que determinados riscos atuam como nds centrais de
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vulnerabilidade, capazes de amplificar impactos em diferentes dimensdes do processo judicial.
Casos como a confabulacdo (RGAI-2), a integridade da informagdo (RGAI-7) e a seguranga da
informacao (RGAI-8) confirmaram a percepgao de que a introducao de IA-G nao substitui, mas
intensifica, preocupacdes ja mapeadas no campo da seguranca cibernética e da confiabilidade
institucional (Alves, Georg & Nunes, 2023; NIST, 2024).

Um primeiro ponto de reflexdo refere-se ao alinhamento entre riscos técnicos e riscos de
negocio. A analise demonstrou que as ameagas geradas pela IA-G nio se restringem ao ambito
tecnologico, mas possuem repercussoes diretas na legitimidade institucional, na imparcialidade
e na confianga publica. Tal constatagdo converge com Almada e Zanatta (2024), que alertam
para os riscos éticos e juridicos da automacgao de decisdes judiciais, e reforga que os riscos de
IA-G devem ser tratados como questdes de governanga e ndo apenas de infraestrutura de TL.

Em segundo lugar, os achados apontam para a necessidade de priorizagdo por conectividade.
Os riscos mais interligados (Grupos 1 e 2) demandam atengdo imediata, j& que sua mitigagdo
pode gerar efeitos sistémicos na cadeia de riscos do processo judicial. Isso indica que estratégias
de gestdo baseadas em pacotes integrados de controles sdo mais eficazes do que medidas
isoladas, corroborando a literatura sobre gestdo de riscos emergentes (ABNT, 2018; ABNT
ISO/TS 31050, 2025).

Outro aspecto relevante ¢ a relacdo entre explicabilidade, supervisdo humana e legitimidade
institucional. O risco identificado como “assuntos indesejados ou inadequados em
determinagdes e decisdes” (RNEG-8) ilustra a vulnerabilidade a contetidos tdxicos, enviesados
ou fabricados. Essa constatacdo reforca a importancia de mecanismos de explicabilidade
(Arrieta et al., 2020) e de supervisdo humana qualificada (CNJ, 2025) como barreiras
indispensaveis, sob pena de se comprometer a confianga social no processo judicial.

Por fim, a andlise evidencia que ha areas de risco negligenciadas. O “Impacto Ambiental”
(RGALI-5), por exemplo, ndo apresentou conexdes com os riscos de negdcio nesta amostra, mas
a literatura aponta para a crescente relevancia da sustentabilidade digital (Gartner, 2024;
ENISA, 2023). Embora hoje ndo se configure como prioridade imediata, trata-se de um vetor
que deve ser monitorado prospectivamente, em especial considerando o aumento da pegada de
carbono associada a modelos de larga escala.

Portanto, os resultados deste estudo ndo apenas validam a utilidade da metodologia proposta,
mas também destacam que a adogao responsavel de IA-G no Judicidrio requer uma abordagem
integrada que combine seguranga cibernética, governanga de dados, ética e supervisao humana.
Essa visdo sistémica fortalece a resiliéncia institucional e pode servir de referéncia para outros
setores da administragdo publica que enfrentam desafios semelhantes.
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Conclusoes e Recomendacdes

O presente estudo buscou analisar os riscos associados ao uso da IA-G no processo de
elaboragdo de despachos e decisdes judiciais, propondo uma metodologia de avaliagdo que
integra a técnica bow-tie com o uso de heat maps. A escolha por correlacionar riscos de negdcio
jé identificados em estudos anteriores com os riscos de [A-G sistematizados pelo NIST (2024)
permitiu demonstrar ndo apenas as ameagas técnicas, mas também suas repercussdes no plano
institucional, ético e organizacional do Poder Judiciério. Ao adotar uma perspectiva que articula
riscos tecnologicos e de negdcio, o estudo contribui para preencher uma lacuna na literatura
nacional e internacional, que trata em sua maioria, essas dimensdes de forma isolada.

Os resultados alcangados indicaram que determinados riscos ocupam posicdo central e
apresentam maior potencial de amplificacdo de vulnerabilidades, como a confabulagdo, a
integridade da informacdo e a seguranca da informacgdo. Outros, por sua vez, mostraram-se
igualmente relevantes por sua multiplicidade de conexdes, como os relacionados a governanga
de contetido e a configuracdo humano-IA, revelando que a complexidade do fenomeno exige
ndo apenas barreiras tecnologicas, mas também mecanismos institucionais de supervisao,
explicabilidade e controle humano qualificado. A priorizagdo por conectividade, viabilizada
pelo uso do heat map, demonstrou ser um recurso poderoso para orientar a alocagdo de esforgos
de mitigagdo, sugerindo que a gestdo de riscos em ambientes judiciais deve adotar pacotes
integrados de controles, capazes de produzir efeitos sistémicos mais robustos do que medidas
isoladas e fragmentadas.

Esses achados refor¢am a importancia de compreender a IA-G ndo apenas como um recurso
tecnologico a ser incorporado pela infraestrutura de TI do Judiciario, mas como um elemento
que afeta diretamente a legitimidade institucional e a confianga publica nas decisdes judiciais.
A integracdo entre seguranga cibernética, governanga de dados, €tica e mecanismos de
supervisdo humana aparece como condi¢do para garantir que os beneficios da IA-G, como
maior eficiéncia, agilidade e acessibilidade, ndo sejam impactados por riscos que comprometam
direitos fundamentais ou a confiancado sistema de justica. Nesse sentido, a metodologia aqui
proposta pode orientar gestores do Judiciario e inspirar outros setores da administra¢do publica
que enfrentam desafios semelhantes no uso de tecnologias emergentes.

De todo modo, ¢ importante reconhecer as limitacdes deste estudo. Por tratar-se de uma
pesquisa qualitativa e documental, baseada em uma amostra nao probabilistica e por
conveniéncia, composta por normas, relatdrios e artigos cientificos, a generalizacdo dos
resultados permanece restrita. Além disso, a anélise se concentrou na etapa de elaboragao de
despachos e decisdes judiciais, deixando de fora outras fases processuais igualmente
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impactadas pelo uso de IA-G, como a triagem, a classificagdo de casos e a producdo de minutas.
Ademais, a propria técnica bow-tie, ainda que 1til para mapear relagdes causais, depende da
interpretagao dos pesquisadores na definicao das conexdes e barreiras, o que introduz vieses na
analise.

Apesar dessas restrigoes, entende-se que a metodologia podera ser validada empiricamente em
projetos-piloto em tribunais brasileiros, ampliando sua robustez por meio da combinagdo com
métodos quantitativos, como simulagdes de cenarios, analise multicritério ou modelagem
estatistica. Outra frente de avango consiste em expandir o escopo da andlise para outras etapas
do processo judicial e até mesmo para diferentes areas da administragdo publica, de modo a
testar a aplicabilidade da abordagem em contextos variados. Além disso, pesquisas que
integrem a percep¢do de magistrados, servidores e especialistas em tecnologia poderdo
enriquecer a compreensdo dos riscos e controles, trazendo ao debate a perspectiva pratica
daqueles que operam diretamente no ecossistema judicial.

Em sintese, este estudo refor¢a que a adogdo da IA-G no Poder Judiciario ndo pode ser tratada
como mera inovagdo tecnoldgica, mas como uma transformagdo institucional que envolve
riscos significativos, cuja gestdo deve ser pautada por metodologias sélidas, integradas e
replicaveis. A contribuicdo aqui apresentada reside justamente na proposi¢do de uma
abordagem que alia rigor técnico e aplicabilidade pratica, oferecendo aos gestores publicos
instrumentos para alinhar inovag¢do e governanga responsavel, de modo a garantir que a
modernizagdo tecnologica do Judiciario se traduza em ganhos efetivos de eficiéncia,
legitimidade e confianga social.
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