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Do Malhete ao Cddigo: A Jornada da Magistratura para uma Transformacao Digital
Mariana Camargo Rocha (Enfam), Leonardo Peter da Silva (Enfam), Janaina Marques Alves
(CNJ), Antonio Alves Monteiro Junior (Enfam) e Iraci Gongalves Guimaraes (Enfam)

Inovacdes, inteligéncia artificial e tecnologias de informacao e comunicagao em Sistemas de
Justica

RESUMO

A sociedade da informacao, marcada pela interconectividade global e pela linguagem digital,
impoe ao sistema de justica desafios e oportunidades inéditos (Castells, 1999). Tecnologias
disruptivas, como inteligéncia artificial generativa (IAG) e plataformas digitais para audiéncias
e julgamentos, redefinem papéis (CNJ, 2021). Essa digitalizacdo transcende a visdo
instrumental, exigindo reconfiguragdo do fazer juridico: magistrados devem integrar
tecnologia, ética e sensibilidade humana, enquanto respondem demandas sociais por
velocidade, acessibilidade e eficiéncia. Dados evidenciam avangos digitais: 90,6% dos
processos tramitaram eletronicamente, 99,6% dos novos ingressaram digitalmente, e a taxa de
congestionamento atingiu 70,5% — a melhor em 15 anos (CNJ, 2024a). Iniciativas como Justica
4.0 e IA para andlise juridica otimizam gestdo processual ¢ ampliam acesso, transformando
juizes de aplicadores lineares da lei em gestores criticos de dados. A educagdo digital depende
de curriculos inovadores integrando competéncias digitais (andlise de dados e IA),
comportamentais (comunicacdo e ética) e socioemocionais (aprendizagem continua,
inteligéncia emocional e empatia digital). Audiéncias virtuais democratizam a justi¢a,
alcancando areas remotas e pessoas alheias ao judicidrio. Ha aumento da inclusao, mas € preciso
equilibrio entre automag¢ao e humanizagdo: quem decide, IA ou magistrado? Qual limite ético
de uso da automagdo? Existe possibilidade de a TA substituir juizes? Possiveis solugdes
envolvem parcerias intersetoriais, foco em alfabetizacdo digital, adaptabilidade e inteligéncia
social, refletindo mudanga paradigmatica. O futuro exige perfil juridico-tecnologico, mas com
sensibilidade humana (Susskind, 2019). Pesquisas futuras devem explorar barreiras, buscar
estratégias para capacitacdo em contextos limitados. Cabe as Escolas de Magistratura
mitigarem lacunas via itinerarios flexiveis interdisciplinares, enfrentando escalabilidade
nacional.

Palavras-Chave: Inteligéncia Artificial; Sensibilidade Humana; Justica; Etica.

Introducio

Do malhete ao cddigo, a magistratura brasileira perpassa por mudangas impactantes,
rapidas e inevitaveis. A atuacdo das juizas e dos juizes, que antes era limitada a salas de
audiéncia, agora se traduz em algoritmos, plataformas digitais e controle em sistemas de
automacdo. Cabe refletir: estamos formando juizes para exercer suas funcdes nesse novo
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cenario disruptivo, ou estamos apenas encaixando uma nova roupagem tecnologica em métodos
tradicionais?

E preciso extrapolar o estigma de que digitalizagdo de processos ¢ objetivo final, e
compreender que ela € a etapa inicial. Essa premente revolucdo tecnologica deve buscar,
principalmente, a interagao, exigindo ética, educagdo e coragem institucional para reinventar a
justica sem perder seus ritos e esséncia humana.

A sociedade da informagao ¢ caracterizada pela interconectividade global, onde novas
tecnologias conseguem se conectar por meio da linguagem digital, permitindo que a informacao
seja criada, armazenada, acessada, processada e compartilhada com facilidade. A tecnologia
deixa de ser simples ferramenta, ¢ passa a moldar sociedade e comportamento humano
(Castells, 1999).

Essa configuracdo ¢ consequente de uma rede de tecnologia onipresente, que emaranha
a interagdo remota entre pessoas, entre sistemas, redes sociais, motores de buscas de
informagdes e dados, e sistemas que otimizam infraestruturas e influenciam as decisdes. Os
avancos evidenciam a interdependéncia entre agdes humanas e agdes tecnoldgicas,
principalmente quando se fala de Inteligéncia Artificial (IA) (Castells, 1999).

No Judiciario, a IA ¢ utilizada na automacgado de tarefas rotineiras, como analise de
documentos, categorizacdo de processos e identificacdo de padrdes jurisprudenciais, o que
agiliza o fluxo de trabalho. Além de outros beneficios como: maior eficiéncia e agilidade no
processamento de documentos, otimizagao de recursos e reducdo do tempo de tramitacdo dos
processos, pois a [A ¢ capaz de realizar atividades mondtonas, como triagem de informagdes
repetitivas e de irregularidades em grandes volumes de dados (Conselho Nacional de Justiga,
CNJ, 2024b).

Trabalha-se ndo apenas com a [A, que consiste em modelos tradicionais de aprendizado
de méquina, descritivos e com padrdes estatisticos, mas também com a Inteligéncia Artificial
Generativa (IAG), que possui interface intuitiva. Ela permite estabelecer interacdo em
linguagem natural, criar contetido novo e simular a interagdo humana (CNJ, 2024c¢). Em razao
disso, pode-se confundir facilmente os sistemas de automacao por IA com a [AG, inferindo-se
que todos os processos de automagdo sdo generativos e decorrentes de interagao.

A TA serve como conceito guarda-chuva, que faz simulacros das capacidades cognitivas
humanas, ou seja, seu objetivo € copiar habilidades humanas. Entretanto sua aplicagdo extrapola
a dos aplicativos generativos, populares nos ultimos anos. Ademais, a [A ¢ ramo da ciéncia da
computagdo que se dedica a concepcao de dispositivos capazes de raciocinar, perceber, tomar
decisdes e resolver problemas. Ela pode ser definida como uma inteligéncia construida por
codigo (algoritmos), considerada '"inteligente" quando se comporta conforme padrdes
cognitivos humanos (Giannakos, 2024).

A automagdo por IA ocorre quando sistemas de IA sdo empregados na execugdo de
tarefas repetitivas e magantes, promovendo a agilidade do processo. Ao contrario da automacgao

Universidade

T emomon | R Universidade de rasilia Potiguar
1z R o] o,
DGPJs g SEAIUS
DAPOUTICADEJUSTICA - =y — da Justic:
luris:z=s:. ==
COIMBRA
& -~
s 12%.. A LIO
pJ u s ‘(LLK'JJJ\; Gestao. ,‘,sse-'rpe.m'ce ) InfOJUS % . !‘g
e g™ Efetividade do Judiciaria o e oo t ona o
dePukumidfoomio
An'i'." P2t b F g S
4, ﬁ e, TR W




ey et h T

)‘ % ENAJUS (g

Encontro de Administragédo da Justica

simples, que segue regras predefinidas, a automagao por IA envolve a capacidade da maquina
de aprender, reconhecer padrdes e tomar decisdes mais sofisticadas.

Paradoxalmente, chatbots de IAG sao treinados para simular respostas e redagdes
humanas, a partir de banco de dados, mas nao retratam fatos fidedignamente ou mesmo realizam
inferéncias logicas. Podem, inclusive, apresentar "alucinagdes" (referéncias a fatos ou
documentos inexistentes) e imprecisdes, demandando revisdo humana. A popularizagao dessas
ferramentas pode levar a um "viés de automagao": excesso de confianga nos resultados gerados
(CNJ, 2024c).

Nesse interim, o sistema de justica passa a enfrentar desafios e oportunidades inéditos.
Os ultimos anos trouxeram, além da IA e da IAG, outras tecnologias disruptivas como
plataformas digitais de comunicacdo, audiéncia e julgamento, e a digitalizacdo. Isso exige
reconfiguragdo do fazer juridico, no qual magistradas e magistrados sejam capazes de integrar
tecnologia, ética e sensibilidade humana (CNJ, 2021).

Essa integracdao de agdes humanas e tecnologicas ndo esta isenta de desafios, como
opacidade dos algoritmos, risco de vieses discriminatorios, preocupagdes com privacidade e
responsabilidade legal pelas decisdes automatizadas. Além disso, a dependéncia excessiva de
algoritmos pode resultar em decisdes que carecam de sensibilidade humana, em procedimentos,
por exemplo, que envolvam cooperagdo, como na justica restaurativa. E preciso que
magistrados sejam capazes de agir nessa constelacdo de tecnologia, ética, heuristica social,
hermenéutica digital e sensibilidade humana (Bebiano, 2022).

Nesse contexto, magistrados deixam de ser meros aplicadores da lei, fruto de
pensamento linear e verticalizado, e passam a atuar como gestores de dados e usuarios criticos
de tecnologias, em prol da sociedade e do humano. Isso impde o desafio de equilibrar inovagao
tecnologica com protecao de direitos fundamentais, como privacidade e equidade, exigindo que
eles tenham visdo sistémica, complexa e horizontalizada do ecossistema juridico.

Essa digitalizagdo no Judicidrio ¢ uma resposta as demandas de uma sociedade que
valoriza velocidade, acessibilidade e eficiéncia.

O relatorio Justica em Numeros 2024 (CNJ, 2024a), ano-base 2023, mostra que (tabela

1):
Tabela 1
Tramitacao de processos eletronicos no ano de 2023.
Indicador Valor | Observacio
Processos que tramitaram | 90,6% | Representa a digitalizacgdo do acervo
eletronicamente processual
Novos processos ingressados por | 99,6% | Quase totalidade dos novos casos iniciados
meio digital de forma eletronica
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Taxa de congestionamento 70,5% | Melhor indice dos ultimos 15 anos, indicando
maior eficiéncia na tramitagao
Nota: O relatorio Justica em Numeros 2024 (CNJ, 2024a), adaptado pelos autores.

Os dados mostram a tramitagdo do acervo processual em meios digitais ¢ um pré-
requisito da implementagdo de sistemas de IA. Iniciativas como a politica “Justica 4.0”, na
Plataforma Digital do Poder Judiciario (PDPJ-Br) e no repositorio de dados Codex (do TJRO
em parceria com o CNJ), mostram o potencial da tecnologia para otimizar a gestdo processual
e ampliar o acesso a justiga.

O relatério, da Pesquisa Uso de Inteligéncia Artificial (IA) no Poder Judiciario — 2023
(CNJ, 2024b), mostra a consolidagdo da tendéncia de uso de IA no Judiciario. Os resultados
registraram que, em 94 o6rgaos do Judiciario, sdo executados 140 projetos de IA (tabela 2):

Tabela 2
Projetos de TA desenvolvidos nos Tribunais brasileiros, em 2023.
Situacido do Projeto Quantidade | % do | Descricao
Total
Em desenvolvimento 62 tribunais | 66% Tribunais que informaram ter projetos
de TIA em desenvolvimento
Em producao 63 projetos | 45% Aplicacdes praticas ja integradas ao
cotidiano judicidrio
Em estagio inicial 17 projetos 12,1% | Projetos recém-iniciados, em fase de
concepg¢ao ou planejamento
Em andamento 46 projetos | 32,9% | Projetos em fase de desenvolvimento
ativo
Finalizados 11 projetos | 7,9% | Projetos concluidos
Nao iniciados 3 projetos 2,1% | Projetos mencionados, mas ainda nao
iniciados
Nota: Pesquisa Uso de Inteligéncia Artificial (IA) no Poder Judiciario — 2023 (CNJ, 2024b), adaptado pelos
autores.

Essa crescente implementagao de IA nos Tribunais permite que servidores e magistrados
utilizem cada vez mais o apoio desses sistemas. O Relatorio de pesquisa sobre o uso da
Inteligéncia Artificial Generativa no Poder Judiciario Brasileiro (CNJ, 2024c) mostra que,
aproximadamente, metade dos magistrados (49,4%) e dos servidores (49,5%) ja utilizaram
ferramentas de IAG. Ainda, 80% dos magistrados e 70% dos servidores acreditam que a [AG
pode ser util em suas atividades profissionais.
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Os participantes da pesquisa declararam que o uso ¢ adequado para tarefas como resumo
e geracao de texto. Mas a ferramenta também ¢ utilizada para pesquisa de jurisprudéncia, o que
¢ um risco operacional em razao de “alucinagdes”; e a maioria dos usuarios ndo revela o uso de
IAG a seus pares ou superiores, 0 que gera preocupacdes sobre transparéncia e revisao.

Diante desses riscos operacionais e €ticos ¢ necessario defender o uso responsavel e
supervisionado dessas ferramentas. A mensuracdo desse cuidado pode ser feita por meio de
indicadores de revisdo humana, rastreabilidade dos codigos e politicas de disclosure
institucional (divulgagdo com transparéncia, responsabilidade e publicidade de informagdes
importantes utilizadas nas decisdes). Além disso, € preciso considerar a interpretagdo juridica
como eixo estruturante do processo legal, principalmente com essa crescente automatizagao de
processos decisorios.

Hermenéutica digital

Embora a IA seja ferramenta poderosa, a hermenéutica, no sentido pleno da
interpretagdo profunda e contextualizada, permanece intrinseca a cogni¢ao humana.

No contexto juridico, hermenéutica ¢ o estudo fundamental para a construgdo juridica
adequada. Ela busca aprofundar contexto e compreender como decisdes sdo tomadas e seus
efeitos emanados. A hermenéutica tradicional lida com ambiguidade e vagueza da linguagem,
que s3o condigdes inerentes a propria linguagem. E, essa linguagem, por sua vez, possui
contexto sociocultural, fazendo com que uma norma seja uma moldura que comporta diferentes
significados (Giannakos, 2024).

A compreensao sutil de nuances legais, a empatia e a consideracdo de circunstancias sao
caracteristicas distintas do ser humano, desafiando a plena substituicao pela IA. A hermenéutica
digital seria, portanto, processo humano altamente qualificado e potencializado por IA, que ndo
¢ passivel de substituicdo da capacidade interpretativa sociocultural. A efetividade dessa
integracdo pode ser medida pela qualidade argumentativa das decisdes e pela rastreabilidade
dos elementos interpretativos utilizados.

Nesse cenario, o impacto da inovagao digital sobre a formagao da magistratura torna-se
eixo estratégico, especialmente quando se considera que educacdo e hermenéutica sdo
dimensdes interdependentes da justiga contemporanea.

Impacto da inovacao digital

A educagdo digital da magistratura € pouco explorada na sociedade da informagao. Sua
evolugdo depende de um curriculo inovador, que integre, por exemplo, competéncias digitais,
mediacdo online e gestdo de conflitos em ambientes hibridos. As audiéncias virtuais, por
exemplo, mostraram a transformacgao digital mais significativa do acesso a justica pelo cidadao
comum (CNJ, 2021).
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Essa transformacdo digital, como em qualquer setor da Administragdo Publica, se
configura como iniciativa continua e multifacetada, transcendendo mera adog¢do de novas
tecnologias para se estabelecer como profunda transformacdo cultural. Trata-se de acdo
organizacional continuada que ndo possui prazo, pois tecnologia esta em constante evolucao,
sendo um meio, € ndo um fim em si mesma (Castello & Salvador, 2020)

E preciso identificar lacunas, promover a formagio (itinerarios formativos) e engajar
todos os envolvidos no desenvolvimento de competéncias digitais como:

fluéncia digital (cultura digital);

tecnologias digitais e alfabetizacdo tecnologica;

analise de dados (data-driven mindset);

capacidade de coletar, processar ¢ interpretar dados para decisdes assertivas;
mentalidade agil;

lean: eliminagdo de desperdicios e entrega de valor;

competéncias socioemocionais na era digital, como empatia, escuta ativa,
colaboragdo e inteligéncia emocional.

Em acréscimo, a implementacdo digital demanda aprimorar a governanga institucional,
para aumentar o foco na entrega efetiva de servigos, segundo o Instituto Brasileiro de
Governanca Publica — IBGP (Loureiro, 2020), sendo preciso ainda investir em:

maturidade digital, na qual a evolucgdo se d4 na dire¢do de uma transformagao
digital continua e sustentavel, onde dados sdo reconhecidos como ativo
estratégico;

sistemas legados e arquitetura tecnoldgica, pois muitas organizagdes partem de
sistemas desenvolvidos de forma independente, segmentados por
departamentos. Isso se transforma em uma plataforma tecnolégica complexa e
de dificil manutencdo, fendmeno conhecido como “efeito espaguete”;
diminui¢do da exclusdo digital, inerente & modernidade tecnoldgica, que afeta
consideravel parcela da populagdo brasileira, dificultando o acesso a justiga.
Essa exclusdo ¢ agravada pela linguagem rebuscada do Judiciario e pelo uso de
ferramentas digitais desconhecidas, restringindo o acesso as informacdes e
decisoes.

A consequéncia ¢ que o futuro da justica serd daquela pessoa que além de ter perfil
juridico-tecnoldgico, possui sensibilidade humana (Susskind, 2019). Magistrados e servidores,
por exemplo, expressam preocupagdes com os impactos sociais da IA e as relagdes humanas
no ambiente de trabalho, questionando sobre essa adequagao de ferramentas ao trabalho que
demanda sensibilidade humana (CNJ, 2024c).

Universidade
Potiguar

INSTITUTO BRASILEIRO DE . N .
P pmostor SR Universidade de Brasiia

=

j ° @)
DIRECAD: .
D G PJ DA POLTICA | JUSTICA. ][ I i ::3:;:“;‘;?;0
S Ur1S g

COIMBRA

o

Plus $357%... @nfolus G5LIO0rg

Grupo e Psaui r Adfnistio,Gone
Potica

s Pblicas do Poder Juciciiri

e g™ Efetividade do Judiciaria i




220 Sodiolin b T

)‘ % ENAJUS [ giopesee

Encontro de Administragédo da Justica

Desafios para a Justica

Nesse cenario, em que se exige a sensibilidade para lidar com os impactos sociais da
IA, os desafios para o judiciario alcangam ndo apenas a adequagdo funcional dos sistemas
tecnologicos, mas também manejo orgamentario, estrutural e de forgcas de trabalho. Existem
desafios e dificuldades como a obtencao de dados (banco de dados estruturado) e a captagao de
profissionais capacitados.

A implementa¢ao da inteligéncia artificial no Judiciario envolve custos que extrapolam
a simples aquisi¢do de softwares. Trata-se de um investimento robusto, que inclui infraestrutura
tecnologica, recursos humanos especializados, e manuten¢do continua dos sistemas (CNJ,
2024b). Esses fatores tornam o processo de adocdo da IA complexo e oneroso, o que explica
por que a limitagdo orcamentdria figura como um dos principais obstaculos a sua
implementagdo, sendo a terceira razdo mais citada pelos tribunais na Pesquisa Uso de
Inteligéncia Artificial (IA) no Poder Judiciario — 2023 (CNJ, 2024b).

Em complemento, a incorpora¢do da IAG no sistema de justica brasileiro impde riscos
epistemologicos, €ticos e operacionais que devem ser mapeados e mitigados, como:

Risco 1: alucinacdes e imprecisdes — modelos probabilisticos de linguagem podem gerar
conteudos ficticios, imprecisos ou conceitualmente equivocados, conhecidos como “alucinagao
algoritmica”. No contexto juridico, por exemplo, podem ocorrer indicacdo de referéncias
inexistentes, interpretagcdes distorcidas de normas e jurisprudéncia, e proposi¢ao de argumentos
desconectados da realidade sociocultural e normativa (CNJ, 2024c).
a. Mecanismos de mitigagao:
o curadoria e validagdo humana obrigatorias.
o capacitacdo em engenharia de prompts.
o sistemas automatizados de verificagdo cruzada, com fontes confiaveis.
b. Indicadores de monitoramento:
o indice de corre¢do humana.
o taxa de aceitacdo de respostas sem ajustes.
o frequéncia de alertas de inconsisténcia.
c. Possiveis agoes:
o na area de tecnologia: implementar filtros e sistemas de verificagdo cruzada e
treinar modelos com fontes confiaveis.
o na magistratura: validar juridicamente os contetidos antes do uso decisorio,
passar por critérios de analise de um revisor humano.
o naorganizacdo: propor protocolo de revisdo e politica de uso da IAG.
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Risco 2: viés algoritmico e reforco de desigualdades — reproducdo de preconceitos historicos
nos dados, gerando decisdes discriminatorias. Respostas dos sistemas de IA e IAG sdo
condizentes com os dados que alimentam esses sistemas. Quando treinados com bases de dados
marcadas por desigualdades historicas, preconceitos estruturais ou padrdes discriminatérios, 0s
algoritmos tendem a reproduzir essas distor¢des, e, em alguns casos, intensifica-las, por causa
das “alucinagodes algoritmicas”. A qualidade, representatividade e diversidade dos dados sdo,
portanto, elementos criticos para a construgao de sistemas equitativos (CNJ, 2024b).
a. Mecanismos de mitigagao:
a. auditoria e balanceamento dos dados de treinamento (disclosure institucional).
b. testes de equidade ou justica algoritmica.
c. formagdo de equipes multidisciplinares e interdisciplinares.
b. Indicadores de monitoramento:
o relatorios de analise de viés.
o diversidade nas equipes de A (interdisciplinariedade).
o monitorar as informagdes das IA sobre grupos vulneraveis.
c. Possiveis agoes:
o nadrea de tecnologia: auditar datasets e corrigir vieses.
o na magistratura: identificar decisdes com risco de viés, treino em equidade e
contextos socioculturais (principalmente em grupos vulneraveis).
o na organizacado: criar diretrizes de inclusdo algoritmica.

Risco 3: opacidade algoritmica (caixa-preta) e crise da justificabilidade — dificuldade de
compreender os processos internos de tomada de decisdo dos sistemas de IA, sobretudo aqueles
baseados em aprendizado profundo (deep learning) (Peixoto, 2020; Sichman, 2021). Em muitos
casos, nem mesmo os desenvolvedores conseguem explicar com precisdo o encadeamento
logico que levou a determinada saida algoritmica (Veiga et al., 2022; Menezes, 2023). No
Judiciario, essa opacidade compromete a rastreabilidade, a transparéncia e a propria
justificabilidade das decisdes, pilares fundamentais do devido processo legal.
a. Mecanismos de mitigagao:
o adoc¢do de modelos explicaveis (XA7).
o controle de documentagao rigoroso dos parametros utilizados na alimentagao do
banco de dados, apds validagao humana.
o formacdo de ‘““analistas tradutores de [A”, com a fun¢do de mediar a parte
técnica-juridica.
b. Indicadores de monitoramento:
o marcagdo e quantificacao de rastreabilidade.
c. Possiveis agoes:
o na area de tecnologia: documentar parametros e versdes dos dados.
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O na magistratura: atuar com os “analistas tradutores de IA” e exigir explicagdes,
quando necessarias.

O na organizagdo: normatizar exigéncia de explicabilidade e criar comité de
rastreabilidade decisoria.

Risco 4: desumanizacio do direito e positivismo automatizado — aplicagdo automatica da
norma sem mediagdo interpretativa, ignorando o contexto humano. Utilizacdo da IAG como
um simples robd ¢ um risco de desumanizacdo do direito. Isso ignora substratos sociais,
emocionais e éticos que permeiam a atividade jurisdicional, e resgata um modelo positivista
ultrapassado, no qual o juiz ¢ mero executor da lei (Bebiano, 2022).
a. Mecanismos de mitigagdo:
o supervisdo humana qualificada (analistas técnico-juridicos).
o incorporacdo de principios éticos no design dos sistemas.
o educagdo continuada sobre IA e IAG, por meio de trilhas de formagao.
b. Indicadores de monitoramento:
o taxa de decisdes humanas divergentes daquelas dadas pelas IA e IAG.
o auditorias de conformidade ética (pardmetros claros).
o horas de capacitacdo em transformagao digital e IA.
c. Possiveis agdes:
a. na area de tecnologia: limitar automagao em temas sensiveis.
b. na magistratura: formacdo hermenéutica continuada, ética e contextos
socioculturais.
c. na organizagdo: incentivar cultura interpretativa e criagdo de parametros éticos
de uso da IA.

A Resolugdo CNJ 332/2020 surge como um marco regulatorio essencial, ao integrar a
supervisdo humana em todas as etapas do ciclo de vida da IA no Judiciario. A norma reforca
que a tecnologia deve servir a justiga, e ndo a substituir (CNJ, 2020).

Nesse cendrio, o conceito de “acesso ampliado” a justica ganha relevancia, pois ndo se
limita ao aumento do numero de processos digitalizados, e sim a remog¢ao de barreiras, a
melhoria da comunicagdo entre cidaddo e sistema, e a eficiéncia dos servicos prestados
(Bebiano, 2022). E a ideia de “qualidade preservada” esta diretamente ligada a seguranca
juridica, a justica das decisdes, a transparéncia algoritmica e a manutencdo da centralidade
humana no processo decisorio (Giannakos, 2024).

Enquanto o “acesso ampliado” pode ser mensurado por indicadores quantitativos, como
o grau de digitalizagdo e a centralizacao dos servigos, a “qualidade preservada” exige critérios
qualitativos e normativos, como a garantia de supervisdo humana em decisdoes automatizadas.
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A mitigacdo de vieses, especialmente com base em dados judiciais brasileiros,
representa um desafio técnico e ético de grande complexidade. Enfrentd-lo exige uma
abordagem multifacetada, que envolva curadoria de dados (amostragem representativa),
supervisdo constante (auditorias regulares) e o compromisso com a equidade
(fairness)(Coeckelbergh, 2021; Giannakos, 2024; Lopes et al., 2024; Kristofik, 2025).

O papel das Escolas Judiciais e de Magistratura

Torna-se evidente que a formacao continua dos profissionais do judiciario € essencial
para garantir o uso responsavel da IA. As Escolas Judiciais e de Magistratura assumem papel
estratégico, nesse contexto, ampliando seu foco para além da capacitacio técnica, perpassando
as competéncias atitudinais e socioemocionais.

Ao mesmo tempo em que ha expectativa sobre o uso da IA e IAG como facilitadora do
trabalho humano, ha um medo palpéavel. A ansiedade em relagdo a A substituir o trabalho
humano ¢ comparavel ao medo dos teceldes que, no auge da Revolucdo Industrial, invadiram
fabricas e quebraram teares mecanicos.

A licdo de Mary Shelley, em seu livro “Frankenstein” (2017) € aplicavel ao temor da
IA, pois, a ambi¢do desmedida de Victor Frankenstein, que cria, sem considerar as
consequéncias de sua criagdo, ¢ um espelho da busca atual pela superinteligéncia sem o devido
balizamento ético.

A verdadeira sabedoria ndo estd em poder criar, e sim na capacidade humana de prever,
gerir e assumir a responsabilidade por suas criagdes. Logo, a preparacdo educacional para a
transformagdo digital é o Gnico caminho para que se encontre equilibrio entre avancos e
responsabilidades, além de contribuir para que surjam espagos na sociedade para novos oficios.

Para que isso seja viavel, ¢ indispensavel a formagao de um perfil juridico-tecnologico
capaz de compreender os limites e as potencialidades da IA. Especialistas que operam na
intersecdo entre tecnologia e direito devem possuir formagdo multidisciplinar, que abranja nao
apenas aspectos técnicos, mas também ética, finangas, psicologia, linguagem e seguranca, ¢
preciso também ter habilidade de integrar equipes diversas e colaborativas (Veiga et al., 2022).

Em pesquisa realizada sobre capacitagdo de magistrados em IA, com 688 participantes,
os dados revelam um cendrio desafiador e com pontos criticos em relagdo a preparagdo e ao
conhecimento dos magistrados sobre a IA no contexto judicial (Prado et al., 2022):

» despreparo generalizado (57,3%): a maioria dos magistrados sente-se "totalmente
despreparada" para julgar litigios que envolvem IA;

+ baixa preparacdo especifica (9,3%): apenas uma pequena parcela dos magistrados se
sente "bem-preparada", o que corrobora o cenario de despreparo. Isso contrasta com o
otimismo geral em relagdo a utilidade da IA para atividades de rotina, com cerca de 80%
dos magistrados e 70% dos servidores considerando que a ferramenta pode auxiliar em
suas atividades profissionais;
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+ falta de cursos especificos (87,5%): a maioria dos magistrados ndo realizou cursos
especificos sobre A nas escolas judiciais;

* desconhecimento da oferta de cursos (41,7%): magistrados desconhecem se as escolas
judiciais oferecem cursos de IA;

* desconhecimento da Resolucdo CNJ No 332, de 21 de agosto de 2020 (mais de 90%):
o desconhecimento desta norma ¢ obstaculo para o desenvolvimento responsavel e ético
da IA, bem como para a garantia da seguranga juridica e isonomia.

Enfim, o papel das escolas vai além da formagao técnica, pois abrange uma abordagem
multidimensional que inclui, competéncias digitais, como plataformas judiciais, analise de
dados, algoritmos decisdrios, e fundamentos de IA (CNJ, 2024c).

O desenvolvimento de competéncias comportamentais € socioemocionais ¢
indispensavel. O pensamento critico ¢ importante na avaliacdo de impactos sociais e éticos das
tecnologias, discernimento de vieses e compreensdo de implica¢des das decisdes automatizadas
(Sayad, 2023). Para a magistratura, isso significa focar nos aspectos humanos da justiga,
assegurando que as decisOes sejam justas, transparentes e respeitosas de direitos fundamentais,
mantendo a centralidade da pessoa humana (Coeckelbergh, 2021; Sayad, 2023; Lopes et al.,
2024).

A aprendizagem continua também ¢ fundamental para fomentar uma mentalidade
tecnologica proativa e adaptativa. Para o profissional moderno, isso significa aprendizado
instrumental para atividades praticas (hard skills), aprendizado sobre relacionamento com
outros e beneficio mutuo (soft skills), e aprendizado sobre como se desenvolver como pessoa e
como aprendiz (Aires, 2020). Mais do que o uso instrumental de maquinas, as competéncias
digitais englobam o pensamento computacional, que se refere a capacidade criativa, critica e
estratégica de utilizar os fundamentos da computacdo para identificar e resolver problemas de
forma colaborativa.

Por outro lado, a formacdo da magistratura enfrenta inimeros obstaculos para atender
as crescentes demandas da justica digital, incluindo restrigdes de recursos, disparidades
tecnolodgicas e necessidade de reforma curricular continua para que se mantenham atualizadas
sobre as inovagdes tecnologicas. Esse processo de revisdo curricular ¢ dificultado pela constante
necessidade de suporte e treinamento tecnoldgico de suas equipes; € os proprios educadores
podem ter dificuldades para se manterem atualizados em ferramentas digitais e estratégias de
ensino digital, enquanto os alunos devem estar equipados para avaliar criticamente as fontes
digitais e compreender como os ambientes digitais influenciam resultados relacionados a justiga
(Guri-Rosenblit, 2018; Thurzo et al., 2023).

As escolas podem agir prospectivamente, e promover reflexdes sobre a incorporagao de
tecnologias: uso de blockchain para certificacdo de competéncias; uso de realidade aumentada
para treinamentos imersivos; buscar mitigacao dos riscos €ticos do uso da IA, e do equilibrio
entre automacdo e humanizacdo. (Peixoto, 2020; Coeckelbergh 2021; Sayad, 2023). A
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formagdo por competéncias deve priorizar a analise e resolucdo de problemas em contextos
complexos, e as escolas de magistratura devem sair de abordagens disciplinares tradicionais,
desarticuladas da pratica digital.

A jornada

Frente a essas complexidades, o magistrado deve ser mais do que um aplicador de
formulas. Ele ¢ um agente moral cujo papel exige desenvolvimento humano. As Escolas de
Magistratura e Judiciais podem refletir sobre premissas fundamentais da educagao, superando
o modelo que visa produzir “seres humanos formularios”, através da aplicacdo de formulas, que
busca comportamento sempre previsto e controlado (se...entdo...).

A compreensdo de um ecossistema educacional ndo apenas incorpora a necessidade de
se ter habilidades técnicas, mas também reforca a importancia do desenvolvimento profissional
e humano e da colaboragio intersetorial. E possivel que escolas se fortalecam, por meio de rede
de apoio, entre elas, em busca de suportes tecnologicos adequados.

A justica caminha para ser algoritmica, e € preciso abrir espago para que se evite a crise
na deliberatividade humana: quem decide ¢ a IA ou a/o magistrada/o?

E fundamental compreender que a tomada de decisdo é processo cognitivo complexo,
que envolve escolha entre diversas alternativas em situagdes de incerteza, considerando analises
de custo/beneficio, aspectos sociais e morais, € autoconsciéncia. Essa capacidade, que atinge
seu apice na espécie humana em termos filogenéticos, esta intrinsecamente ligada as fungdes
executivas (FE), um conjunto de habilidades que, de forma integrada, permitem direcionar
comportamentos a metas, avaliar a eficiéncia, abandonar estratégias ineficazes e resolver
problemas a curto, médio e longo prazo (Fuentes et al., 2014).

Ainda, a era digital exige solu¢do cognitiva dos desafios modernos, € nao apenas
tecnologica. O objetivo € evitar juridicizagdo dos fatos, fundamentada na rigidez do uso da
tecnologia, na qual fatos surgem de perspectivas e teorias juridicas sem método adequado, o
que pode levar a decisdes ideologizadas e voluntaristas (Lopes et al., 2024). A Resolu¢ao CNJ
n. 332/2020 ja estabelece a necessidade de identificar vieses nos sistemas de IA do judicidrio
para garantir a ndo discriminacao (CNJ, 2020; Peixoto, 2020; Veiga et al., 2022).

A Transformacio — Conclusdes e Recomendacdes

A travessia simbolica “do malhete ao cddigo” representa mais do que uma transicao
tecnolodgica: trata-se de uma reconfiguragdo profunda da identidade judicial, de seus rituais,
competéncias e responsabilidades. O malhete, enquanto simbolo da justica tradicional, evocava
autoridade, oralidade e presenga fisica. J4 o codigo inaugura uma nova era, marcada pela
virtualizacdo dos atos, pela mediacdo algoritmica e pela necessidade de novas habilidades
cognitivas e éticas.
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A magistratura contemporanea encontra-se, portanto, entre rito e algoritmo, exigindo
uma postura critica diante dos riscos da desumanizacdo, da opacidade decisoria e dos vieses
algoritmicos. Essa transi¢cao, do malhete ao codigo, ndo representa uma ruptura, mas uma
reconfiguragdo simbolica. A mudanca de paradigma ¢ evidente: da justiga pautada no “papel
impresso” para uma justica orientada por dados digitais e maior alcance social.

Nesse cenario, pode surgir a figura do “magistrado tecno-integrativo": um profissional
que busca saberes juridicos, tecnologicos, filosoficos e socioculturais, sendo capaz de utilizar a
inteligéncia artificial como aliada. Além disso, a era da justica algoritmica ¢ uma oportunidade
para reafirmar a centralidade do fator humano na magistratura, elevando a exigéncia de uma
formagao que dote os juizes de uma inteligéncia ética e deliberativa robusta.

A evolugdo ¢ inevitavel, e ndo ¢ neutra. A IA e a IAG ndo estdo posicionadas para
substituir juizes, advogados ou o elemento humano na esfera juridica. Ao contrario, elas devem
ser compreendidas como uma ferramenta de apoio cognitivo, capaz de otimizar tarefas
repetitivas e liberar o profissional para aquilo que ¢ insubstituivel: o julgamento ético, a escuta
empatica e a compreensao do contexto humano.

Pesquisas futuras podem explorar as barreiras especificas enfrentadas por diferentes
regides ou sistemas judiciarios, em relagdo aos suportes de tecnologias da informagao (TI) e as
capilaridades sociais, bem como buscar estratégias para ampliar acesso e capacitagdo de
magistrados em ambientes de recursos limitados.

A Enfam, por meio de itinerarios formativos flexiveis (Enfam, 2017), pode mitigar essas
lacunas ao priorizar médulos interdisciplinares que combinem direito, tecnologia e ética. Ainda
assim, a Escola pode enfrentar o desafio de ampliar e consolidar essas iniciativas em escala
nacional, o que exige articulagdo institucional e investimentos continuos.

As institui¢des formadoras podem adotar estratégias inovadoras, com formagdes
interdisciplinar, continua e adaptada as realidades locais, promovendo nao apenas o dominio
técnico, mas também o desenvolvimento integral:

1. investigacdo de barreiras a capacitagao tecnologica dos magistrados, construindo-se um
mapa nacional das necessidades formativas, e propondo-se a criacdo de mini-hubs
regionais de capacitagdo, com solucdes contextualizadas e colaborativas;

2. desenvolvimento de metodologias de avaliacdo longitudinal para medir como mddulos
que integram direito, tecnologia e ética influenciam a atuagdo judicial;

3. integragdo de plataformas digitais que promovam a troca de experiéncias entre
magistrados de diferentes regides, superando o individualismo e fomentando uma
cultura de responsabilizagdo participativa.

A evolugdo tecnoldgica impde a magistratura a oportunidade de reinvengdo, e cenarios
prospectivos podem ser utilizados, como:
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1. “magistrado tecno-integrativo”, cuja atuagao ¢ amplificada por sistemas de [A capazes
de processar grandes volumes de dados juridicos e identificar padrdes complexos. A
formagdo desse profissional exige o desenvolvimento de habilidades metacognitivas,
autorregulacdo emocional e discernimento critico sobre os limites e os vieses da
tecnologia.

2. educagdo juridica transformada pelas neurociéncias, em que as escolas de magistratura
se tornam centros de desenvolvimento cognitivo e ético, com corpos docentes
interdisciplinares. Os curriculos passam a incorporar tecnologias educacionais
avangadas, como simuladores de realidade virtual para dilemas éticos e sistemas de
feedback em tempo real para treino de fungdes executivas.

3. monitoramento ético continuo e auditoria algoritmica, com a criagdo de equipes
multidisciplinares responsaveis por avaliar ndo apenas a acuracia técnica dos sistemas
de IA, mas também seu impacto social, equidade e auséncia de vieses.

Por fim, destaca-se o papel desse “magistrado tecno-integrativo”, que transcende a
aplicagdo mecanica da norma e assume uma postura reflexiva e transformadora diante dos
desafios contemporaneos. Esse perfil exige ndo apenas conhecimento juridico, mas também
sensibilidade social, abertura ao didlogo interdisciplinar € compromisso com a construgdo de
uma justi¢a mais humana, transparente e responsiva.

O futuro da justica serd moldado por profissionais capazes de integrar a eficiéncia
algoritmica com a profundidade do discernimento humano — e a formagao judicial deve ser o
ponto de partida dessa revolugao.
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