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RESUMO

O artigo analisa criticamente a Carta Etica do CSTAF, recentemente aprovada para orientar o
uso de inteligéncia artificial (IA) nos tribunais administrativos e fiscais portugueses. A
digitalizacao crescente da justica, aliada ao avango da A, gera simultaneamente promessas de
eficiéncia e riscos para direitos fundamentais, como a igualdade de armas, a independéncia
judicial e a fundamentagdo das decisdes. Entre os principais desafios identificados estdo a
opacidade algoritmica, a exclusdo digital, a captura tecnoldgica por fornecedores privados, a
fiabilidade (incluindo “alucinagdes” de sistemas generativos) e a protecdo da confidencialidade
dos dados judiciais. A Carta Etica portuguesa é valorizada por reconhecer a centralidade do juiz
humano, a importancia da transparéncia e a prote¢cdo de direitos fundamentais. No entanto,
apresenta limitagdes: carater meramente recomendatorio, linguagem excessivamente abstrata,
auséncia de mecanismos de fiscalizacdo e falta de alinhamento robusto com instrumentos
internacionais. O estudo confronta a Carta com trés referenciais: (i) a Carta da CEPEJ
(Conselho da Europa), mais densa e operacionalizavel; (ii) o Regulamento Europeu sobre IA,

! Trabalho financiado pelo Projeto Estratégico UID 04643 — Instituto Juridico da Faculdade de Direito da
Universidade de Coimbra.
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que impode obrigagdes legais e sancdes; e (iil) a Convengdo-Quadro do Conselho da Europa,
que vincula os Estados a garantir supervisdo humana e nao discriminagdo. Conclui-se que a
Carta Etica do CSTAF constitui um passo importante, mas insuficiente, para regular a
integracdo da IA na justica. O artigo propde o refor¢o da sua eficdcia através da transformacgao
em instrumento vinculativo, criacdo de um 6rgao de supervisdo, defini¢ao de critérios de risco,
formag¢do continua de magistrados e maior harmonizacdo com normas europeias e
internacionais.

Palavras-Chave: Inteligéncia Artificial; Justica Administrativa e Fiscal; Carta Etica; Direitos
Fundamentais; Regulacao Juridica.

1. Introducao

A crescente digitalizagdo dos sistemas judiciais, aliada aos avangos na Inteligéncia
Artificial (IA), tem vindo a transformar profundamente as politicas publicas (Maia e Correia,
2022, 2024; Correia e Garcia, 2023; Correia et al., 2025) e os modos de funcionamento dos
tribunais em varias jurisdi¢des (Pereira et al., 2023; Correia et al., 2024; Pedro et al., 2023;
Moraes et al., 2024a, 2024b; Filho et al., 2024; Freitas et al., 2023, 2024a, 2024b; Alves et al.,
2025). Esta tendéncia, também visivel em Portugal, levanta importantes questdes juridicas,
éticas e de governanga (Sourdin, 2021; Gémez Colomer, 2023; Pedro, 2024).

Em resposta a este desafio, foi aprovado um Projeto de Carta Etica para a Inteligéncia
Artificial nos Tribunais Administrativos e Fiscais2 (“Carta Etica” ou “Carta Etica do CSTAF”).
Esta carta tem como objetivo orientar a adog¢ao de tecnologias de IA de forma a garantir a
protecdo dos direitos fundamentais, a transparéncia dos processos judiciais € a manutencao da
integridade judicial no ambito dos Tribunais Administrativos e Fiscais.

Este artigo, tendo em consideragdo os principais desafios emergentes do uso de IA pelos
tribunais (2), analisa criticamente a Carta Etica, destacando as suas virtudes e fragilidades (3),
e promove o seu confronto com instrumentos regulatorios internacionais e regionais,
nomeadamente com a Carta Europeia de Etica sobre o Uso da Inteligéncia Artificial em
Sistemas Judiciais e seu ambiente adotada pela CEPEJ na sua 31.? reunido plenaria (“Carta

2 Cf. Antincio (extrato) n.° 95/2025, de 3 de abril. Diario da Republica n.° 66/2025, Série II de 2025-04-03.
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Etica da CEPEJ”)3 (4), o Regulamento Europeu sobre 1A4 (5) e a Convengdo-Quadro do
Conselho da Europa sobre IAS5 (6). Termina com algumas sugestdes de melhoria (7).

2. O uso de IA pelos Tribunais: principais desafios

O recurso a IA no sistema de justica representa, simultaneamente, uma promessa € uma
ameaca. De um lado, ha expectativas quanto ao aumento da eficiéncia processual, a redugao de
custos e a mitigacao da morosidade judicial. De outro, emergem riscos que incidem diretamente
sobre garantias constitucionais, como o direito de defesa, a igualdade de armas, a independéncia
judicial e a motivagao das decisdes (Pedro, 2024a).

A questdo ndo ¢ meramente tecnoldgica, mas de natureza ético-juridica e politico-
institucional. A A, ao penetrar no universo judicial, desafia conceitos consolidados sobre a
func¢ao jurisdicional, o monopolio da interpretagdo do direito e a legitimidade democratica do
poder judicial.

2.1. Transparéncia, Opacidade Algoritmica e Fundamentacao

A opacidade algoritmica constitui um dos desafios centrais da justica digital,
influenciando diretamente a legitimidade das decisdes judiciais que recorrem a IA. Modelos
avancados de machine learning, como redes neuronais profundas, baseiam-se em padrdes
complexos extraidos de grandes volumes de dados. Embora estes sistemas possam apresentar
elevado desempenho preditivo, a l6gica subjacente as suas decisdes frequentemente permanece
incompreensivel para seres humanos, incluindo os proprios programadores. Este fenomeno,
conhecido como “caixa-negra” (black box), dificulta a justificagdo das decisdes judiciais com
base em critérios claros e acessiveis as partes.

No contexto juridico, a necessidade de fundamenta¢do ndo ¢ apenas um requisito
técnico, mas um imperativo constitucional e convencional. A Constituicio da Republica

3

Disponivel em: https://www.coe.int/en/web/cepej/cepej-european-ethical-charter-on-the-use-of-artificial-
intelligence-ai-in-judicial-systems-and-their-environment (acesso em 30.08.2025).

4 Regulamento (UE) 2024/1689 do Parlamento Europeu e do Conselho, de 13 de junho de 2024, que cria regras
harmonizadas em matéria de inteligéncia artificial e que altera os Regulamentos (CE) n.® 300/2008, (UE) n.°
167/2013, (UE) n.° 168/2013, (UE) 2018/858, (UE) 2018/1139 e (UE) 2019/2144 ¢ as Diretivas 2014/90/UE, (UE)
2016/797 e (UE) 2020/1828 (Regulamento da Inteligéncia Artificial) PE/24/2024/REV/1

5 Disponivel em: https://www.coe.int/en/web/artificial-intelligence/the-framework-convention-on-artificial-
intelligence (acesso em 30.08.2025).
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Portuguesa (CRP, art. 20.°) consagra a obrigatoriedade de fundamentacao das decisdes como
elemento essencial do direito de acesso a justica. De forma semelhante, a Conven¢ao Europeia
dos Direitos Humanos (CEDH, art. 6.°) e a Carta dos Direitos Fundamentais da Unido Europeia
(CDFUE, art. 47.°) asseguram o direito a um julgamento justo, incluindo a obrigacdo de motivar
as decisoOes de forma transparente e compreensivel para todas as partes envolvidas. A opacidade
algoritmica coloca em risco estes direitos, uma vez que decisdes automatizadas podem ser
tomadas sem que o juiz ou os intervenientes compreendam plenamente os critérios utilizados.

A literatura especializada enfatiza a importancia da explicabilidade algoritmica
(explainability) como forma de conciliar a eficiéncia tecnoldgica com os principios de justiga.
Pasquale (2015) alerta para os riscos de uma sociedade dominada por sistemas opacos, onde
decisoes criticas — incluindo a definicdo de direitos fundamentais — podem depender de
algoritmos inacessiveis a compreensdo humana. Pedro (2023) salienta que a simples
disponibiliza¢dao do codigo-fonte ou documentagdo técnica ndo € suficiente, uma vez que a
complexidade dos modelos de aprendizagem automadtica frequentemente impede que o
significado ou a causalidade das decisdes seja totalmente compreendido.

O principio da explicabilidade deve ser interpretado de forma ampla, englobando nado
apenas o acesso a informacdes sobre dados e algoritmos, mas também a capacidade efetiva de
contestar decisdes automatizadas e compreender as suas implicagdes. Assim, a transparéncia
judicial ndo se limita a mera divulgacdo do resultado da decisdo, mas implica a disponibiliza¢ao
de explicagdes compreensiveis e auditaveis, compativeis com os padroes de um processo justo.

Em suma, a utilizagdo de sistemas de IA nos tribunais exige um equilibrio rigoroso entre
eficiéncia tecnolodgica e garantias juridicas. A auséncia de explicabilidade pode comprometer a
confianca publica na justica, enquanto a implementagdo de mecanismos robustos de
transparéncia e auditabilidade ¢ essencial para assegurar que a inteligéncia artificial funcione
como instrumento de apoio a decisdo e ndo como fonte de opacidade ou arbitrariedade.

2.2. Igualdade de Acesso, Exclusiao Digital e Justica Algoritmica

Como ja se deixou adivinhar, o avanco da IA no ambito juridico apresenta um potencial
transformador, mas simultaneamente levanta preocupagdes significativas sobre a ampliagao das
desigualdades processuais. Ferramentas de IA, como softwares de predi¢ao jurisprudencial,
analise automatizada de documentos e assistentes virtuais de orientacdo juridica, podem
conferir vantagens substanciais a litigantes com maior capacidade financeira, acesso a
infraestrutura digital e habilidades técnicas. Por contraste, individuos e grupos sem tais recursos
permanecem em desvantagem, enfrentando barreiras que vao desde a dificuldade de navegar
em sistemas digitais até a incapacidade de «pleitear» em igualdade de condi¢des («igualdade
de armasy») em processos judiciais complexos.
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A exclusao digital constitui, portanto, um obstaculo central a democratizacao da justica.
A transformagdo tecnoldgica do sistema judicidrio deve respeitar o principio do uso inclusivo,
garantindo que a digitaliza¢ao dos servigos nao se transforme em instrumento de exclusao. Isso
implica a necessidade de politicas publicas e estratégias institucionais que assegurem a todos
os cidadaos, independentemente da condi¢do socioecondmica, localizacdo geografica ou nivel
de escolaridade, o acesso as ferramentas digitais de apoio a justica.

Além do acesso desigual, a justica algoritmica levanta desafios referentes a
transparéncia, accountability e reproducao de vieses existentes. Algoritmos treinados em bases
de dados historicas podem perpetuar desigualdades raciais, de género ou socioecondmicas.
Estudos internacionais em sistemas de predicdo de risco criminal mostraram que grupos
marginalizados eram punidos de forma desproporcional, e decisdes automatizadas em
processos judiciais poderiam refletir problemas semelhantes caso os algoritmos ndo fossem
auditados e regulados adequadamente (Pedro, 2025). A auséncia de transparéncia nos critérios
utilizados pelos sistemas de IA dificulta que os advogados, juizes ou cidaddos impugnem
decisOes automatizadas, ampliando a vulnerabilidade de partes menos favorecidas.

Importa que se desenvolvam medidas que evitem o risco de se consolidar uma “justiga
de elites”, em que a inovagdo tecnologica serve para concentrar poder e informacao nas maos
de poucos, reforcando desigualdades historicas. A discussdo sobre justiga algoritmica, portanto,
ndo se pode limitar a eficiéncia ou a precisao dos sistemas: deve incorporar perspetivas de
equidade, inclusdo, responsabilidade e mitigacao de vieses. Somente assim a A podera cumprir
seu potencial de ampliar o acesso a justica, transformando-se num instrumento de
democratizagdo social e ndo em uma ferramenta de exclusao.

Portanto, a implementa¢do de IA no sistema judicidrio deve ser acompanhada de
estratégias proactivas de inclusdo, regulamentagdo rigorosa € monitorizagdo continua,
garantindo que a tecnologia sirva como instrumento de Justica e ndo como catalisador de novas
formas de exclusdo.

2.3. Independéncia Judicial, Neutralidade Tecnologica e Captura Algoritmica

A independéncia judicial constitui um pilar central do Estado de Direito, garantindo que
juizes e tribunais possam decidir com autonomia, sem sofrer pressdes externas de atores
politicos, econdémicos ou tecnoldgicos (Gomez Colomer, 2023). No entanto, a crescente
integracdo de sistemas de inteligéncia artificial e softwares privados no funcionamento
judiciario levanta preocupagdes significativas sobre a neutralidade tecnoldgica e o risco de
captura algoritmica.

A captura algoritmica ocorre quando decisdes judiciais ou procedimentos internos
passam a ser influenciados, de maneira direta ou indireta, por sistemas cujo desenvolvimento,
manutengao e logica interna sao controlados por grandes corporacdes privadas. Esse fendmeno
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ameaca nao apenas a independéncia institucional dos tribunais, mas também a separagdo de
poderes, ao transferir, ainda que parcialmente, fungdes decisorias ou analiticas criticas para
agentes externos com interesses proprios. Softwares de predicdo de sentencas, analise de risco
ou priorizagdo de processos podem, por exemplo, introduzir vieses ndo transparentes que
moldam o comportamento judicial sem que os magistrados tenham pleno controlo ou
compreensdo dos critérios utilizados.

Shoshana Zuboff (2019) alerta para a expansao do chamado “capitalismo de vigilancia”,
em que plataformas privadas extraem dados, modelam comportamentos e influenciam decisoes,
inclusive em setores publicos. Por referéncia ao contexto judicial, ¢ de ter em conta que a
dependéncia de algoritmos externos pode implicar que decisdes, agendas processuais e até
interpretacdes de normas estejam, ainda que de forma indireta, condicionadas por interesses
corporativos, algoritmos proprietarios e 16gicas de mercado. Esse cenario, a ter lugar, coloca
em risco a legitimidade do sistema judicidrio, que ndo pode ter sua autoridade e autonomia
«delegadas» a sistemas tecnoldgicos externos.

O Conselho da Europa, por meio da Convengao-Quadro sobre 1A (2024), enfatiza que
a protecdo da independéncia judicial ¢ uma obrigacao central, reconhecendo que a legitimidade
do poder judicial depende de decisdes humanas autonomas. O documento estabelece que
qualquer integragdo de sistemas de IA deve ser compativel com principios de transparéncia,
auditabilidade e accountability, de modo que juizes permanegcam soberanos em suas decisoes,
podendo compreender, questionar e, se necessario, rejeitar recomendacdes ou analises geradas
por algoritmos.

A neutralidade tecnologica, portanto, emerge como requisito €tico e institucional:
sistemas de IA devem ser concebidos de forma aberta, auditdvel e interoperavel, evitando que
um pequeno grupo de fornecedores detenha controlo sobre informagdes estratégicas, logica
decisoria ou pardmetros processuais. A adocdo de softwares sob propriedade privada sem
transparéncia pode levar a dependéncia tecnoldgica cronica, criando uma espécie de “soft
power algoritmico” que compromete a autonomia judicial e a confianca ptblica no sistema de
justica.

Além disso, ha riscos praticos relevantes: (i) vieses incorporados: algoritmos
desenvolvidos em contextos especificos podem nao refletir adequadamente a realidade local ou
normas juridicas nacionais, levando a decisdes enviesadas; (ii) concentragdo de dados:
corporagdes privadas que controlam bancos de dados juridicos podem influenciar quais
precedentes ou informagdes chegam ao magistrado, afetando a imparcialidade da decisdo, (iii)
fragilidade institucional: em caso de falhas, ataques cibernéticos ou interrupgdes nos servicos
de IA privados, tribunais podem ficar paralisados, evidenciando vulnerabilidade a dependéncia
tecnologica.

Portanto, a adocdo de IA no sistema judiciario deve estar condicionada a mecanismos
rigorosos de governanca tecnologica, incluindo auditoria independente, cddigos abertos,
supervisdo continua e treinamento de magistrados para interpretar e contextualizar
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recomendacdes algoritmicas. Somente assim € possivel conciliar os beneficios da inovagao
tecnologica com a preservagdo da independéncia judicial, da neutralidade institucional e da
legitimidade publica do sistema de justica.

2.4. Fiabilidade, “Alucinacdes” e Regimes de Responsabilidade

A utilizacdo de IA generativa no contexto judicial apresenta riscos especificos
relacionados com a fiabilidade da informacao produzida, exigindo uma supervisao rigorosa.
Um problema recorrente é o fendomeno das chamadas “alucinagdes”, em que os sistemas geram
informacdes factualmente incorretas ou completamente ficticias, incluindo precedentes
inexistentes, citagdes juridicas inventadas ou interpretacdes erradas de normas (Pedro, 2024).
Estas falhas podem ter consequéncias graves, comprometendo decisdes judiciais, causando
prejuizos processuais irreparaveis e minando a confianca publica no sistema de justica.

Em Portugal, embora ainda ndo se tenham registado casos idénticos aos ocorridos em
tribunais brasileiros, o episédio do TRF-1 no Brasil, em que sistemas de IA produziram
referéncias juridicas inexistentes (Pedro, 2024), serve de alerta. Este caso evidencia que, mesmo
em tribunais de elevada relevancia, a dependéncia excessiva de sistemas automatizados, sem
mecanismos de verificacdo, pode originar consequéncias concretas para as partes e suscitar
duvidas sobre a validade e legitimidade das decisdes.

O recurso a IA generativa levanta dilemas complexos quanto aos regimes de
responsabilidades, que pode ser analisado sob trés vertentes principais: (i) responsabilidade
disciplinar: magistrados que utilizem sistemas de IA sem supervisdo critica podem ser
responsabilizados por decisdes baseadas em informacdes incorretas. O dever de diligéncia
obriga o juiz a verificar, contextualizar e ponderar as recomendagdes algoritmicas, mantendo a
primazia do julgamento humano e evitando «delegar» indevidamente a sua autoridade a uma
maquina; (i1) responsabilidade civil publica: o Estado podera ser responsabilizado por danos
causados as partes devido ao uso de informacdes falsas geradas por IA. Estes danos podem ser
patrimoniais ou morais, reforcando a necessidade de protocolos formais de validacdo e
supervisao antes de qualquer utilizagdo de dados produzidos artificialmente no processo
decisério e no caso de dolo, também os juizes podem ser responsabilizados; (iii)
responsabilidade civil privada: fabricantes e programadores de sistemas de IA certificados
podem ser responsabilizados por falhas previsiveis ou negligéncia no design, treino e
manutengdo da tecnologia. Entre os riscos estdo a falta de mitigagcdo das alucinagdes,
insuficiéncia ou enviesamento dos dados, e auséncia de mecanismos de auditoria e
rastreabilidade das decisdes geradas pelo sistema.
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A nota informativa do Grupo de Trabalho da CEPEJ sobre Ciberjustica e Inteligéncia
Artificial (CEPEJ-GT-CYBERJUST)6 sublinha que qualquer utilizagdo de IA generativa no
contexto judicial deve estar sujeita a supervisao humana critica. Entre as medidas recomendadas
destacam-se: (i) certificacdo de que a utilizacdo da ferramenta de IA ¢ autorizada e adequada
ao objetivo pretendido; (ii) ter em conta que se trata apenas de uma ferramenta e tentar
compreender o seu funcionamento (ter em conta os preconceitos cognitivos humanos); (iii) dar
preferéncia a sistemas que tenham sido treinados com dados certificados e oficiais, cuja lista
seja conhecida, para limitar os riscos de parcialidade, alucinagao e violagdo de direitos de autor;
(iv) dar a ferramenta instrugdes claras (prompts) sobre o que se espera dela; (v) introduzir
apenas dados ndo sensiveis e informagdes que ja estejam disponiveis no dominio publico; (vi)
verificar sempre a exatiddo das respostas, mesmo no caso de serem dadas referéncias (verificar
especialmente a existéncia da referéncia); (vii) ser transparente e indicar sempre se uma analise
ou conteudo foi gerado por IA generativa; (viii) reformular o texto gerado no caso de este ser
introduzido em documentos oficiais e/ou juridicos; (ix) manter o controlo da sua escolha ¢ do
processo de decisdo e (X) ter uma visao critica das propostas apresentadas.

Para além dos impactos imediatos sobre decisdes individuais, a utilizagdo ndo
supervisionada de IA generativa ameaga a legitimidade institucional, pois decisdes baseadas
em informacdes falsas ou imprecisas corroem a confianga publica no sistema de justica. A
fiabilidade da IA ¢, assim, um desafio técnico, institucional e ético, exigindo uma abordagem
multidimensional que combine supervisdo humana, padrdes técnicos rigorosos e regimes claros
de responsabilidade.

Em sintese, a implementagao de TA generativa no sistema judicidrio s6 podera ser segura
e legitimada se estiver ancorada em supervisdo humana critica, governanga transparente e
regimes de responsabilidade bem definidos, garantindo que a tecnologia sirva como
instrumento de eficiéncia e democratizacdo do acesso a justica, sem comprometer a fiabilidade,
a legalidade e a confianca institucional.

2.5. Certifica¢do, Legalidade e Confidencialidade

A utilizagdo de ferramentas de IA ndo certificadas ou de acesso aberto no ambito judicial
representa riscos significativos para a confidencialidade processual, a legalidade e a integridade
do processo. Sistemas ndo regulados podem expor dados sensiveis, incluindo informagdes
pessoais de litigantes, estratégias processuais e decisdes ainda ndo publicadas, em violacao ao

¢ Disponivel em: https://www.coe.int/en/web/cepej/cepej-working-group-cyber-just.
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Regulamento Geral sobre a Protegdo de Dados (RGPD)7 e outras normas de privacidade.
Assim, a utilizacdo de modelos de IA sem certificacdo formal aumenta a probabilidade de
divulgacdo inadvertida de informagdes confidenciais, colocando em risco a seguranca do
sistema judicial e a confianga publica nas instituigdes.

Para além da confidencialidade, o recurso a softwares nao certificados levanta questdes
juridicas e institucionais: decisdes judiciais assentes em sistemas ndo auditados podem carecer
de fundamento legal solido, vulnerando o principio da legalidade, segundo o qual todas as
atividades da administragdo da justica devem obedecer a normas claras e previamente
estabelecidas. A auséncia de validacao técnica ou certificagdo formal cria também um risco de
erros, vieses ou manipulagdo de dados, podendo comprometer a imparcialidade e a equidade
do processo, bem como o direito das partes a um julgamento justo.

Além disso, a utilizagdo informal de ferramentas abertas pode expor o Estado a
responsabilidade civil, caso a divulgacdo de dados ou decisdes incorretas cause prejuizos as
partes, e a responsabilidade disciplinar, caso magistrados nao cumpram o dever de diligéncia
na supervisao da IA.

Para mitigar estes riscos, sdo de ter em conta, nomeadamente, as seguintes boas praticas:
(1) certificacdo estatal obrigatoria de softwares de IA - apenas sistemas avaliados, certificados
e homologados por autoridades competentes devem ser utilizados no contexto judicial. Este
processo deve incluir a andlise da fiabilidade, robustez, rastreabilidade, neutralidade e
conformidade com normas legais e éticas, assegurando que os sistemas nao introduzam vieses
ou falhas significativas. (ii) Auditorias externas periodicas - a realizacdo de auditorias
independentes permite detetar vulnerabilidades técnicas, erros sistematicos ou falhas de
seguranga, garantindo que os algoritmos funcionem de acordo com os padrdes exigidos e
estejam alinhados com os principios da legalidade e da transparéncia. (iii) Politicas rigorosas
de protecao de dados judiciais: protocolos de encriptacdao, armazenamento seguro e controlo de
acesso devem ser implementados para garantir que informagdes sensiveis ndo sejam acedidas
indevidamente ou utilizadas fora do ambito processual.

A adocgao destas medidas contribui para refor¢ar a confianga publica, a integridade do
processo judicial e a responsabilidade institucional, criando um quadro em que magistrados,
servidores e fornecedores tecnoldgicos partilham compromissos claros de legalidade,
fiabilidade e prote¢ao de dados.

Em sintese, a certificagdo, a legalidade e a confidencialidade constituem pilares
indispensaveis para a utilizacdo segura da IA no sistema judiciario. Sem mecanismos formais
de avaliagdo, auditoria, supervisao e formagdo, o recurso a ferramentas digitais permanece

7 Regulamento (UE) 2016/679 do Parlamento Europeu e do Conselho de 27 de abril de 2016 relativo a protegdo
das pessoas singulares no que diz respeito ao tratamento de dados pessoais e a livre circulagdo desses dados e que
revoga a Diretiva 95/46/CE (Regulamento Geral sobre a Protegao de Dados)
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vulneravel a falhas técnicas, violagdes de dados e fragilizacao institucional, comprometendo a
eficacia, a justica e a legitimidade do sistema judicial.

2.6. Algumas Implicacoes Praticas para o Ecossistema Judicial

O impacto da IA no sistema judicial nao se limita a funcao jurisdicional exercida pelos
juizes, mas repercute-se por toda a rede de atores processuais, alterando praticas,
responsabilidades e equilibrios institucionais. O ecossistema da justica, entendido como uma
teia de interagdes entre advogados, magistrados do Ministério Publico, magistrados judiciais,
auxiliares de justica e tribunais internacionais, € suscetivel de sofrer transformagdes profundas,
cuja regulacdo se torna indispensavel.

A utilizagdo de ferramentas de IA pelas sociedades de advogados representa uma
mudanga estrutural na pratica forense. Solu¢des como sistemas de andlise documental
automatizada, revisao contratual assistida e pesquisa jurisprudencial preditiva permitem ganhos
de eficiéncia inéditos, tanto em rapidez como em custos. Porém, a sua concentracdo em grandes
sociedades de advogados podera gerar uma desigualdade sistémica no acesso a justiga:
advogados individuais e pequenos escritérios ficam em desvantagem competitiva, o que se
repercute diretamente na dimensao da igualdade de armas entre as partes (artigo 20.° da CRP e
artigo 6.° da CEDH). A Ordem dos Advogados, os Tribunais (desde logo, por via dos Conselhos
Superiores) e o Ministério da Justi¢a poderdo, por isso, ser chamados a estabelecer pardmetros
minimos de acesso ou protocolos de transparéncia no uso de IA, de modo a assegurar que tais
ferramentas ndo sejam instrumentos de desequilibrio processual.

Enquanto titular da acdo penal e responsavel pela dire¢do do inquérito (artigo 219.° da
CRP), o Ministério Publico tem um campo de aplicagcdo particularmente sensivel da IA.
Algoritmos de triagem e de andlise de big data podem permitir a correlagdo rapida de vastos
volumes de informacdo — como registos de telecomunicacdes, transagdes financeiras ou
imagens de videovigilancia — potenciando uma maior eficidcia na investigagdo criminal,
sobretudo em crimes de elevada complexidade. No entanto, este poder tecnoldgico deve ser
balizado por limites legais claros. O risco de violagdo de direitos fundamentais, como a prote¢ao
de dados pessoais (artigo 35.° da CRP) e a presuncdo de inocéncia (artigo 32.°, n.° 2 da CRP),
exige ndo apenas legislacdo especifica, mas também mecanismos de auditoria externa e
garantias de contraditdrio. Sem estas salvaguardas, a prova obtida através de IA corre o risco
de ser considerada ilicita, contaminando o processo penal.

Nos tribunais de recurso, em particular no Supremo Tribunal de Justi¢a e no Tribunal
Constitucional, a A podera assumir fungdes auxiliares de grande relevancia, nomeadamente na
triagem de recursos repetitivos ou manifestamente improcedentes. Esta aplicagdo permitiria
libertar tempo aos magistrados, desde logo, permitindo que se concentrem em casos com
relevancia juridica e social acrescida. Contudo, a admissibilidade desta pratica esta
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condicionada a uma regra intransponivel: a decisdo judicial final deve sempre ser humana. O
relator ou a conferéncia ndo podem abdicar da responsabilidade de verificar a decisdo proposta
pela IA, sob pena de violagdo dos principios da independéncia judicial e do juiz natural. Em
comparac¢do internacional, o case management assistido por IA tem sido explorado em alguns
sistemas norte-americanos; em Portugal, qualquer aplicagao semelhante careceria de um quadro
normativo expresso, garantindo a compatibilidade com as garantias constitucionais e
processuais.

O recurso a IA ndo ¢ neutro: redistribui poder entre os varios intervenientes processuais,
podendo acentuar desigualdades ja existentes ou criar novas assimetrias. Para que a sua
integracdo no ecossistema judicial seja legitima e sustentavel, ¢ imprescindivel combinar
inovacao tecnoldgica com principios estruturantes do Estado de Direito, como a igualdade de
armas, o contraditorio, a imparcialidade e a independéncia judicial.

2.7. Perspetivas Futuras: Governanca Algoritmica e Justica Hibrida

O horizonte do desenvolvimento tecnoldgico no campo juridico aponta para um modelo
de justica hibrida, no qual as decisdes judiciais resultam da interagdo dindmica entre a
deliberacdo humana e o apoio técnico-cientifico de sistemas de IA. Esta convivéncia ndo se
traduz numa substitui¢do do juiz, mas numa ampliacdo dos seus instrumentos de analise, com
impacto na celeridade, consisténcia e acessibilidade da justica.

De acordo com Yeung (2019), a governanca algoritmica deve incluir principios como
transparéncia, auditabilidade, possibilidade de contestacdo e responsabilizagdo juridica clara,
de modo a garantir legitimidade e evitar opacidade e arbitrariedade nos sistemas algoritmicos.
Em termos praticos, a implementagdo segura da IA no ecossistema judicial dependera de trés
eixos complementares: (i) regulagdo robusta - a classificacdo de risco das aplicagdes de IA,
inspirada no Regulamento Europeu sobre IA (infra 5), permitira distinguir sistemas de baixo
impacto daqueles com implicagcdes criticas para os direitos fundamentais. Assegurar
certificagdo obrigatoria, testes de conformidade e auditorias periddicas sera indispensavel para
prevenir abusos e enviesamentos. (ii)) Formag¢ao técnica e ética. Magistrados, advogados e
outros profissionais do setor judiciario terdo de adquirir competéncias digitais basicas e uma
compreensdo critica dos limites e riscos da IA. A formagdo ética ¢ igualmente crucial para
assegurar que as decisdes ndo se tornam excessivamente dependentes de outputs algoritmicos.
(ii1) Participagdo social no debate. A introducdo da IA na justica deve ser acompanhada de
processos deliberativos abertos, envolvendo ndo apenas operadores juridicos e técnicos, mas
também a sociedade civil. O envolvimento publico ¢ condicao de legitimidade democratica e
garante que as solugdes adotadas reflitam valores coletivos partilhados.
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As perspetivas futuras da justica hibrida exigem uma articulagdo equilibrada entre
inovacao tecnoldgica e salvaguarda das garantias fundamentais. A governanga algoritmica, se
corretamente implementada, permitird conjugar eficiéncia e legitimidade, refor¢ando a
confianga no sistema judicial sem abdicar da centralidade do juiz humano enquanto garante da
justica e da equidade.

3. Algumas das Principais Virtudes e Fragilidades da Carta Etica do CSTAF

A Carta Etica assume um papel orientador fundamental ao estabelecer um conjunto de
principios que se pretende que norteiem a aplicagdo de sistemas de IA no contexto da justica
administrativa e fiscal. Entre os seus méritos destaca-se o reconhecimento explicito da
centralidade do juiz humano como decisor ultimo, uma garantia essencial contra a
automatizacao total das decisdes judiciais. A Carta valoriza ainda a transparéncia, a equidade e
a responsabilidade, principios fundamentais para assegurar que os sistemas de IA operam de
forma compreensivel e auditavel. Outro aspeto positivo ¢ o enfoque na prote¢ao dos direitos
fundamentais, nomeadamente a nao discriminagdo, a prote¢do de dados e a equidade
processual, posicionando-se em consonancia com os valores constitucionais portugueses e
europeus.

Apesar dos aspetos positivos, a Carta Etica evidencia diversas limitagdes. A sua
natureza meramente recomendatoria, sem forca legal vinculativa, compromete a sua efetividade
e aplicabilidade pratica. A linguagem adotada, embora ética e intencionalmente inclusiva,
revela-se por vezes demasiado abstrata, dificultando a operacionalizagdo dos principios nela
contidos. A auséncia de mecanismos claros de fiscalizagdo e de responsabilizagdo para
violagdes das diretrizes éticas torna o documento vulneravel a ineficacia. Além disso, a Carta
Etica ndo apresenta um modelo de avaliagdo de riscos especifico para as tecnologias de IA nem
critérios objetivos para aferir os impactos sobre os direitos fundamentais. Por fim, verifica-se
uma débil articulacdo com os instrumentos normativos europeus € internacionais em vigor, o
que limita o seu alcance no contexto de um espago juridico cada vez mais globalizado.

4. Breve confronto com a Carta Etica da CEPEJ

A Comissdo Europeia para a Eficiéncia da Justica (CEPEJ), no ambito do Conselho da
Europa, publicou em 2018 a sua Carta Etica sobre o uso da Inteligéncia Artificial nos sistemas
judiciais. Este documento, tal como a Carta Etica do CSTAF, baseia-se em principios
fundamentais como o respeito pelos direitos fundamentais, ndo discriminagdo, qualidade e
seguranca, transparéncia, imparcialidade e responsabilidade. Contudo, a Carta da CEPEJ
apresenta uma estrutura mais densa e operacionalizavel, propondo cinco principios éticos
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especificos aplicaveis ao desenvolvimento e utilizagdo da IA no setor judicial. Distingue-se
ainda por ser mais orientada para a agdo, oferecendo recomendagdes concretas para os Estados
e tribunais, incluindo guias para a avaliacdo de impacto ético e para o desenvolvimento de
algoritmos justos e auditaveis. A Carta do CSTAF, embora partilhe os mesmos valores, revela
menor densidade normativa, carecendo de ferramentas praticas de avaliacao, guias de boas
praticas e metodologias de auditoria. Assim, a Carta da CEPEJ pode ser considerada mais
robusta e instrumental na operacionalizagdo dos principios éticos, funcionando nao apenas
como orientagdo normativa, mas como um manual de aplicagdo pratica. A Carta Etica do
CSTAF portuguesa poderia beneficiar de um alinhamento mais direto com a CEPEJ, quer ao
nivel dos principios, quer na inclusdo de instrumentos técnicos de avaliagdo, formagdo e
supervisao.

5. Breve confronto com o Regulamento Europeu sobre 1A

O Regulamento Europeu sobre IA estabelece um enquadramento juridico rigoroso e
vinculativo para a utilizacao da IA, com especial incidéncia nos sistemas de alto risco, como o0s
utilizados na Justi¢a. Ao contrario da Carta Etica portuguesa, o Regulamento Europeu sobre IA
impde obrigagdes legais especificas aos fornecedores e utilizadores de IA, incluindo a avaliagao
de conformidade, registos de transparéncia, auditorias, e requisitos de seguranca.

O Regulamento também prevé sangdes para o incumprimento. Esta abordagem
normativa oferece uma protecdo mais robusta dos direitos fundamentais e garante maior
responsabilizagdo dos intervenientes. A Carta Etica do CSTAF, ao limitar-se a uma perspetiva
ética, precisa de ser complementada ou integrada com mecanismos legais inspirados no modelo
europeu.

6. Breve confronto com a Convenc¢iao-Quadro do Conselho da Europa sobre IA

A Convencao-Quadro do Conselho da Europa sobre IA, assinada em 2024, parte da
premissa de que todas as aplicagdes de IA devem respeitar os principios fundadores do
Conselho: direitos humanos, democracia e Estado de Direito. Esta convencdo estabelece
obrigacdes para os Estados Parte no sentido de assegurarem supervisdo humana efetiva, ndo
discriminagio algoritmica, ¢ acesso a vias de recurso. Embora a Carta Etica portuguesa partilhe
da mesma orientagdo valorativa, carece de uma densidade normativa e de mecanismos juridicos
comparaveis. A conveng¢ao do Conselho da Europa exige planos nacionais de implementagao e
monitorizagao, algo ainda inexistente em Portugal no ambito da Carta Etica.
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7. Propostas de Melhoria

Para que a Carta Etica possa ser efetivamente implementada e gerar confianga na
sociedade, propde-se o desenvolvimento das seguintes hipoteses: (i) a sua elevacdo a
instrumento vinculativo com base legal; (ii) a criagdo de um organismo de supervisdo ética com
poder de fiscalizacdo e san¢ao; (iii) a defini¢do de um sistema de classificagdo de riscos para
IA no setor da Justica; (iv) a inclusdo de obrigacdes de formacdo continua para magistrados e
funcionarios judiciais; (v) o alinhamento explicito com o RIA e com os tratados internacionais
em vigor; e (vi) a institucionalizagdo de mecanismos de participacdo cidadd no desenho,
avaliagdo e controlo da IA na area da Justica.
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